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Abstract: Alzheimer’s Disease (AD) is a pathological form of dementia that degenerates brain structures. AD affects millions of elderly people over the world and the number of people with AD doubles every year. Detecting AD years before the effects of disease using structural magnetic resonance imaging (MRI) of the brain is possible. Neuroimaging features that are extracted from the structural brain MRI can be used to predict AD by revealing disease related patterns. Machine learning techniques can detect AD and predict conversions from mild cognitive impairment (MCI) to AD automatically and successfully by using these neuroimaging features. In this study common structural brain measures such as volumes and thickness of anatomical structures that are obtained from The Open Access Series of Imaging Studies (OASIS) and made publicly available by https://www.nmr.mgh.harvard.edu/lab/mripredict are analysed. State-of-the-art machine learning techniques, namely support vector machines (SVM), k-nearest neighbour (kNN) algorithm and backpropagation neural network (BP-NN) are employed to discriminate AD and mild AD from healthy controls. Training hyperparameters of the classifiers are tuned using classification accuracy which is obtained with 5-fold cross validation. Prediction performance of the techniques are compared using accuracy, sensitivity and specificity. Results of the system revealed that AD can be distinguished from the healthy controls successfully using multivariate morphological features and machine learning tools. According to the performed experiments SVM is the most successful classifier for detecting AD with classification accuracies up to 82%.

Keywords: Alzheimer’s Disease, neuroimaging, structural MRI, multivariate analysis, image classification, machine learning techniques

1. Introduction

Alzheimer’s disease (AD) is the most common form of dementia and affects millions of people around the world. AD is not a curable disease but the progress of the disease can be slowed down if it is detected in an early stage. AD causes pathological changes on the brain. These changes can be detected before clinical symptoms begin. Mild cognitive impairment (MCI) is a stage before AD and healthy aging. MCI is likely to turn into AD. 12% of people with MCI convert to AD in a year and 80% of people with MCI convert to AD after 6 years. [1-4].

Structural magnetic resonance imaging (MRI) is a non-invasive imaging technology that is used successfully for detecting AD. MRI is sensitive to the degenerations that AD caused on the brain such as tissue damage or loss. Hippocampus, enthorhinal cortex and posterior cingulate cortex are the brain regions that are most effected from AD. These brain regions are also predictive of transition of MCI to AD. Tissue loss related to AD correlates well with the scores of the clinical cognitive tests that reveal a cognitive decline. High resolution T1-weighted MRI is the best tool to detect hippocampal atrophy. Structural brain measures such as volumes and thickness of anatomical structures are obtained from the T1-weighted MRI and these measures are used to detect any degenerations on the brain regions. MRI-based estimates help to early diagnose of the AD that can be used to slow down the progress of the disease [5-6].

Computational methods are required to predict subjects with AD and subjects who is under risk to show cognitive decline that can turn into AD in years. Machine learning methods are used for this purpose over years to detect AD and predict conversions from MCI to AD. SVM is one of the most popular method for classification of AD vs normal control (NC) and AD vs MCI. Magnin et al. proposed a method to classify AD patients and NC by using a whole-brain MRI analysis. They have extracted features by using a histogram analysis. They have utilized characteristics of the distribution of the brain tissues such as gray matter (GM), white matter (WM) and cerebrospinal tissue (CSF) that gives information about neurodegenerative disease like AD [7]. Coccosco et al. have used pruning strategy to customize a training set that will not affected by anatomical variability and pathology. They have used prior tissue probability maps in a standard stereotaxic space to generate a set of samples, then they reduced fraction of incorrectly labelled samples in this set and used a supervised kNN classifier for classifying the MRI scans using the corrected set of samples [8]. Amoroso et al. utilized BP-NN for classification of 288 subject to discriminate AD vs NC and AD vs MCI. Their method includes three steps. First, they applied rigid registration and histogram based equalization to the MR images. Then they have calculated important features like hippocampal volume or its thickness from a volume of interest that contains both the left and right hippocampi regions. Finally, they utilized a BP-NN for classification and obtained 0.81 overall accuracy [9].

In this study, structural MRI is classified for detecting AD using machine learning methods and structural brain measures such as volumes and thickness of anatomical structures. We utilized SVM, kNN and BP-NN for classification task with 5-fold cross validation.
2. Materials and Methods

2.1. Data

T1-weighted cross-sectional structural brain MRI scans of the OASIS database [10] are used to extract structural brain measures of anatomical structures and made publicly available at https://www.nmr.mgh.harvard.edu/lab/mrpredict by Sabuncu and Konukoglu [6]. These morphometric brain features including volumes and thickness of the anatomical structures of the brain are analysed in this study to classify AD and mild AD. 190 subjects from the OASIS database is used to obtain brain measures for binary classification. These subjects were the ones that the automatic image processing steps of FreeSurfer (https://freesurfer.nmr.mgh.harvard.edu) is successful. FreeSurfer is a brain MRI analysis software that is used widely and freely available. Table 1 summarizes the demographic features of the data.

2.2. Feature Sets

Four sets of morphological brain features are used for prediction of AD that are obtained using FreeSurfer. Details of feature extraction process can be found at [6]. The brief explanation of the feature sets is given below.

1) Feature Set 1 (aseg): This feature set includes volumes of the 45 anatomical structures. Because of head size variations, these volumes are normalized with each subject’s intracranial volume.
2) Feature Set 2 (aparc): This feature set includes 34 average thickness measurements within the cortical parcellations per hemisphere.
3) Feature Set 3 (aseg + aparc): The union of the aseg and aparc feature sets is a 113 dimensional vector.
4) Feature Set 4 (thick): 10,242 vertices per hemisphere is calculated. The cortical thickness values are sampled onto thefsaverage5 template. These values are smoothed on the surface by using an approximate 5 mm Gaussian kernel.

2.3. Support Vector Machines

SVM is the most popular binary classification algorithm used for the prediction of diseases from the structural MRI [4, 11]. SVM learns class differences in a supervised manner by using labelled training samples. SVM classifies a binary labelled data by mapping the data to a very high-dimensional feature space. A separating hyperplane is constructed in the feature space that is used as a decision surface to separate the training data. This hyperplane is defined as \( w^T x + b = 0 \), where \( b \) is the bias for the input vector \( x \) and \( w \) is the weight vector. Informative subsets of the training data are used as support vectors to determine the decision surface. The margin between support vectors are minimized by maximizing \( \|w\| \). Classes are determined by two subspaces that are obtained after training. Figure 2 illustrates support vectors and decision surfaces of a SVM [4, 12].

\[
K(x, x') = \exp \left(-\frac{||x-x'||^2}{2\sigma^2}\right)
\]
2.4. K-nearest Neighbour Algorithm

kNN is a supervised classifier that computes closest k training samples of the data point that will be classified in the feature space. The data is classified with the label of the most representative neighbour among the closest ones that are detected by kNN. kNN is a non-parametric classifier learns from the training data. Large size of the training data increases the prediction performance of the kNN by estimating the true class distributions in feature space [8]. The value of k that is the number of nearest neighbours to the classified data is the key parameter for the algorithm.

2.5. Neural Network

Neural networks are used widely in medical image classification task since there is no need any information related to the probability distribution of the data and a priori probabilities of different classes [14, 15]. Backpropagation (BP) uses a feed-forward and supervised learning algorithm. Feed-forward NN has three main layers. First layer is the input layer. Then there are hidden layers. Each hidden layer has a connection from the previous layer. The final layer calculates the output of the NN. Each layer consists a number of neurons that will map input to the output by updating their weights using gradient descent learning rule. BP algorithm adjusts the weights of the neurons in the steepest descent direction that the performance function decreases most rapidly. Gradient of the error function is computed relative to the hidden units by back propagation of the error.

3. Results and Discussion

Subjects that has AD (N=25) and mild AD (N=70) are discriminated from NC subjects (N=95) by using four different sets of structural brain measures [6] that reveals the degeneration of the AD on the brain which leads to classify normal and abnormal brain scans. SVM, kNN and BP-NN are used for the classification. 5-fold cross validation is applied for all classification tasks to assess the generalizability of the performance. The number of cases and controls were the same for all folds. Results of the classification are evaluated in terms of their accuracy, sensitivity and specificity. SMO learning function and RBF kernel is employed for SVM. C and σ, the two parameters of the RBF kernel should be determined carefully for a successful classification of SVM. A grid search is employed for selection of the best parameter set with 5-fold cross validation to reduce the selection-related bias. A coarse grid is generated by growing values of C = [2, 9, 28, ..., 215] and σ = [2, 5, 2, 4, ..., 215]. A finer grid search is performed after identifying a better region on the coarse grid [16]. The best σ and C values obtained from grid search were applied to the whole training data [4]. Average classification accuracies obtained from the SVM are given in Table 2. The most successful feature set was aseg and the most unsuccessful feature set was aparc for the SVM.

kNN classifier is tuned using classification accuracies which is obtained with 5-fold cross validation. Number of nearest neighbors is determined empirically as 10 for classifying each point when predicting. Table 3 gives the performance of the kNN algorithm. The most successful feature set was aseg that includes volumes of the anatomical structures and the most unsuccessful feature set was thick that includes cortical thickness values for the kNN. Including aparc features besides aseg decreased the classification accuracies for both cases.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>AD mild</th>
<th>AD</th>
<th>AD mild</th>
<th>AD</th>
<th>AD mild</th>
<th>AD</th>
</tr>
</thead>
<tbody>
<tr>
<td>aseg</td>
<td>0,621</td>
<td>0,800</td>
<td>0,743</td>
<td>0,880</td>
<td>0,757</td>
<td>0,720</td>
</tr>
<tr>
<td>aparc</td>
<td>0,621</td>
<td>0,740</td>
<td>0,543</td>
<td>0,720</td>
<td>0,729</td>
<td>0,760</td>
</tr>
<tr>
<td>aparc+aparc</td>
<td>0,693</td>
<td>0,700</td>
<td>0,686</td>
<td>0,680</td>
<td>0,700</td>
<td>0,720</td>
</tr>
<tr>
<td>thick</td>
<td>OoM</td>
<td>OoM</td>
<td>OoM</td>
<td>OoM</td>
<td>OoM</td>
<td>OoM</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>aparc</td>
<td>0,700</td>
<td>0,743</td>
<td>0,880</td>
</tr>
<tr>
<td>aparc+aparc</td>
<td>0,693</td>
<td>0,700</td>
<td>0,680</td>
</tr>
<tr>
<td>thick</td>
<td>OoM</td>
<td>OoM</td>
<td>OoM</td>
</tr>
</tbody>
</table>

Gradient descent learning algorithm is used for training of the BP-NN. One hidden layer with 5 neurons are trained with 5-fold cross validation with 1000 epochs at each fold. These parameters are determined empirically according to their classification performance. Results that are obtained using BP-NN are given in Table 4. OoM means out of memory that BP-NN could not converge up to 1000000 epochs. Different number of hidden layer neurons and learning algorithms did not help BP-NN to converge using thick feature set. The most successful feature set was aseg for the BP-NN for both AD and AD mild cases.

Table 2. Classification Accuracies of the SVM

Table 3. Classification Accuracies of the kNN

Table 4. Classification Accuracies of the BP-NN

Performance comparison of the classifiers and the feature sets is given in Fig. 3. SVM was the most successful classifier independent from the feature set and the aseg was the most successful feature set independent from the classifier type. The highest classification accuracy is achieved with the combination of the SVM and the aseg feature set. Classifying AD mild was more difficult then classifying AD since the disease related changes on the brain is more evident in the AD case.
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