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Abstract: In recent years, there has been a significant increase in user participation on social networking media sites. These platforms 

generate vast amounts of diverse data that have a substantial impact on the mental health of the general public. Suicide, being a leading 

cause of death globally, has drawn the attention of researchers. The World Health Organization estimates that around 800,000 people 

died by suicide in 2019, with a significant portion falling between the ages of 15 and 29. The COVID-19 pandemic has further 

exacerbated the issue due to social isolation. Traditionally, the study of suicide has focused on physiological aspects using questionnaires 

and in-person settings. However, the effectiveness of such approaches is hindered by societal stigma. To address this, we propose a 

method that combines Generative Adversarial Networks (GANs) with various deep learning algorithms, including Convolutional Neural 

Networks (CNNs), Long Short-Term Memory (LSTM) networks, Bidirectional Long Short-Term Memory (BI-LSTM) networks, and 

Gated Recurrent Units (GRUs). We also employ multiple feature engineering techniques, such as GloVe, Word2Vec, Fasttext, and 

Weighted Average Fusion (GloVe+Word2Vec+Fasttext). Our results demonstrate that the combination of CNN with Fasttext yields 

impressive recall, precision, and accuracy measures, with caps of 95%, 95%, and 92%, respectively. This research contributes to the field 

of suicide prevention by utilizing deep learning models and feature engineering methods to analyze social media data. By leveraging 

these techniques, we aim to enhance suicide detection and prevention efforts in the context of the widespread use of social networking 

media. 
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1. Introduction 

The Social Media sites play a ubiquitous role in the 

Modern Age. It has brought the world so close that 

physical and geographical boundaries are crumbling down 

and has resulted in increased engagement of the users. 

These websites generate an enormous and varied amount 

of data. As a result, it is now a crucial foundation for 

identifying and analysing the behavioural traits of many 

individuals, including suicidal ideation. Numerous more 

try suicide than the 703,000 suicides that occur annually 

[1, 2]. Every suicide is a tragedy that has an impact on the 

people left behind as well as families, towns, and entire 

countries. It is the fourth most common cause of death 

worldwide among people aged 15 to 29 according to the 

most current World Health Organization (WHO) survey 

[3]. Social media platforms have become an integral part 

of the modern age, connecting people worldwide and 

generating vast amounts of diverse data. With the 

increasing engagement of users on these platforms, it has 

become crucial to analyze and identify behavioral traits, 

including suicidal ideation. Suicidal attempts far exceed 

the reported 703,000 suicides each year, and the impact of 

each tragedy extends to families, communities, and nations 

[1, 2]. Notably, suicide ranks as the fourth leading cause of 

death among individuals aged 15 to 29 globally, as per the 

World Health Organization (WHO) [3]. 

The COVID-19 pandemic further exacerbated the crisis of 

social isolation, highlighting the need to address mental 

health issues effectively. Conventional approaches, such as 

questionnaires and in-person assessments, face challenges 

due to societal stigma. Therefore, the development of a 

robust classification system is imperative to accurately 

identify and prevent suicidal intent, while also 

distinguishing it from non-risky suicide-related 

information. Previous systems have focused on identifying 

and understanding social media posts related to mental 

health issues, such as depression and suicide. For example, 

the Durkheim project [4] examined the online behaviors 

and content shared by a group of combat veterans on social 

media platforms to identify defining characteristics of 

harmful activity. Linguistics-based prediction models were 

created, achieving an accuracy rate of 65.3% in 

determining suicide risk based on recorded behaviors 

indicative of fear, restlessness, and hallucinations. 

 

To overcome the challenges and create a concise and 

accurate solution, this study employs deep learning 

techniques for predicting suicidal risk among social media 

users. Sentiment analysis, a natural language processing 

(NLP) technique widely used for analyzing social media 
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posts, is employed [5-9]. The prediction is categorized into 

three levels of concern: Low, High, and Very High. The 

experimentation focuses on Twitter posts, with the primary 

features extracted from the tweet content scraped using the 

Tweepy API. Word embedding techniques [10-15] are 

utilized to process and represent the text, forming the basis 

for building the classification network. After predicting the 

risk level, appropriate preventive measures, such as 

encouragement and resource notification, are employed to 

assist users accordingly. 

2. Literature Review  

The literature review in this chapter explores existing 

research and studies related to suicide detection and risk 

assessment using social media data. It begins by examining 

the work of Coppersmith et al. [5], who developed an 

effective approach for categorizing user postings to detect 

signs of suicide. The subsequent sections discuss various 

studies that have employed different techniques, including 

natural language processing (NLP), machine learning 

(ML), and deep learning algorithms, to identify suicide risk 

in social media data. 

Coppersmith et al. [5] developed an effective approach for 

categorizing user postings for suicide detection. They 

utilized data from users who voluntarily contributed it, 

combining publicly available information with data from 

OurDataHelps.org. The authors computed contextual 

information between words using a bidirectional LSTM 

layer and employed a Text Classification model to 

determine the likelihood of an author attempting suicide. 

This study primarily focused on females aged 18 to 24, 

showing effectiveness for women but potential limitations 

for men in the same age range. 

Rabani et al. [6] proposed a system based on natural 

language processing (NLP) and multi-class classification 

techniques for suicide risk assessment in tweets. The 

authors gathered a dataset of 7852 tweets over a two-year 

period and developed a hybrid feature engineering 

approach using techniques such as Term Frequency 

Inverse Document Frequency (TFIDF) and Bag Of Words 

(BOW). Decision trees consistently yielded the best results 

among the different algorithms tested. However, the 

limitations of this strategy included human annotation of 

tweets and insufficient data on suicide. 

Ambalavan et al. [7] utilized NLP and machine learning 

techniques to explore suicidal behavior through Reddit 

threads. They collected data from the Reddit thread titled 

"Suicide survivors of Reddit, what was your first conscious 

thought after you discovered that you hadn't succeeded?" 

using the Python Reddit API Wrapper. The authors 

employed trigrams, NLTK POS Tags, and Customized 

POS Tags for data pre-processing and feature extraction. 

Their results showed that Support Vector Machines (SVM) 

achieved higher accuracy compared to Logistic 

Regression, SGD, and Perceptron. However, this approach 

was constrained by the size of the dataset and the time-

consuming annotation process. 

Sawhney et al. [8] developed a supervised strategy for 

suicide risk identification in tweets, incorporating feature 

selection using the Firefly algorithm. The authors collected 

tweets using the Twitter REST API and applied TFIDF to 

extract commonly occurring terms. They created three 

datasets, labeled as Dataset H, Dataset UNI, and Dataset 

SCO, and evaluated various models. The results indicated 

that CNN-LSTM and RF + Binary Firefly Algorithm 

achieved the highest accuracy, precision, recall, and F1-

scores across all three datasets. 

Shahreen et al. [9] employed Support Vector Machines 

(SVM) and neural networks for Twitter text classification 

related to suicide risk. Real-time tweets containing specific 

keywords were extracted using the Twitter Streaming API. 

The authors utilized techniques such as CountVectorizer 

(CV) and TF-IDF for feature extraction and employed 

optimizers including Limited Memory BFGS (LBFGS), 

Stochastic Gradient Descent (SGD), and Adam. The study, 

however, faced limitations due to the availability of data. 

SVM achieved 95.2% accuracy, while neural networks 

achieved 97.6% accuracy. 

Birjali et al. [10] presented an algorithm using WordNet 

for semantic analysis of suicide-related tweets collected 

from Twitter. The authors employed machine learning 

techniques including Support Vector Machines (SVM), 

Maximum Entropy, and Naive Bayes for tweet 

classification. They utilized the Weka tool and compared 

the semantic similarity between training and test tweets. 

The study had limitations in terms of the amount of data 

available and achieved relatively lower accuracy compared 

to other classification techniques. 

Burnap et al. [11] developed a multi-class classification 

approach for suicide-related communication on Twitter. 

They collected anonymous data from user postings on four 

well-known websites, creating a glossary of phrases. TF-

IDF was used for feature extraction, and Part-of-Speech 

(POS) labels were assigned to words using the Stanford 

POS Tagger. The authors also employed the Linguistic 

Inquiry and Word Count (LIWC) program to extract more 

precise labels for affective emotions and feelings. 

Classifiers including Support Vector Machines (SVM), 

decision trees, and Naive Bayes were used. SVM achieved 

the highest recall value, while Naive Bayes exhibited the 

top precision. 

2.1. Summary and Gaps in Current Literature 

In conclusion, the literature review highlights the 

advancements made in the field of suicide detection using 

social media data. It showcases studies such as Rabani et 

al. [6], Ambalavan et al. [7], Sawhney et al. [8], Shahreen 

et al. [9], Birjali et al. [10], and Burnap et al. [11], which 

have contributed valuable insights into the topic. These 
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studies have utilized diverse methodologies, including 

feature engineering, semantic analysis, and multi-class 

classification, to assess suicide risk in tweets and online 

discussions. However, despite these advancements, there 

are still gaps and limitations in the existing literature, such 

as the need for larger and more diverse datasets, improved 

annotation processes, and further exploration of gender-

specific factors in suicide detection. 

2.2. Implications for Current Research 

The findings from the literature survey suggest that there is 

a promising potential for leveraging social media data and 

advanced analytics techniques for suicide prevention and 

early intervention. The reviewed studies have 

demonstrated the effectiveness of various algorithms, 

including LSTM, SVM, decision trees, and neural 

networks, in identifying suicide risk. These findings can 

guide future research efforts towards developing more 

accurate and robust models for real-time suicide risk 

assessment and intervention. 

In conclusion, the literature review provides a 

comprehensive overview of the current state of research on 

suicide detection and risk assessment using social media 

data. It highlights the advancements, limitations, and gaps 

in the existing literature and emphasizes the potential 

implications for future research in this field. The insights 

gained from these studies can contribute to the 

development of effective strategies and tools for suicide 

prevention and mental health support in the digital age. 

3. Methodology 

The suggested approach seeks to fix the drawbacks listed 

above. Figure 1 illustrates, there are five main steps: (A) 

Data collection, (B) Annotation, (C) Feature engineering, 

(D) Data balancing and (E) classification.  

Algorithm: Suicidal Risk Identification from Social 

Media Posts 

Inputs: 

• Twitter dataset with collected tweets 

• Annotation labels indicating the sentiment of each 

tweet (negative, neutral, positive) 

• Word embedding models: word2vec, GloVe, 

fasttext 

Outputs: 

•   Predicted risk levels for each tweet (low, high, very 

high) 

Steps: 

1. Data Collection: 

• Collect tweets using the Twitter API based on 

predefined keywords and expressions. 

• Retrieve various attributes of each tweet, such as 

content, user information, retweet count, etc. 

2. Annotation: 

• Apply the VADER Sentiment Analyzer algorithm to 

assign polarity scores to each tweet. 

• Categorize and label tweets based on polarity scores: 

negative, neutral, positive. 

3. Word Embedding: 

• Preprocess the collected tweets for feature 

engineering. 

• Apply word embedding techniques (word2vec,GloVe, 

fasttext) to represent words as real-valued vectors. 

4. Weighted Average Fusion: 

• Combine the word vectors obtained from the word 

embedding techniques using a weighted average 

approach. 

• Assign equal weights to each embedding technique to 

ensure a balanced contribution. 

5. Data Balancing: 

• Address the sample imbalance issue by employing 

data augmentation through Generative Adversarial 

Networks (GANs). 

• Train the GAN model using the original dataset and 

generate artificial samples to balance the positive and 

neutral classes. 

6. Classification: 

• Preprocess the vectorized data obtained from word 

embedding and data balancing. 

• Utilize deep learning models, such as CNN, LSTM, 

BI-LSTM, and GRU, for risk classification. 

• Train the classification models using the preprocessed 

data and annotation labels. 

• Predict the risk levels (low, high, very high) for each 

tweet based on the trained models. 

7. Output Analysis: 

• Analyze the predicted risk levels and associated 

tweets to identify users at risk of suicidal behavior. 

• Implement appropriate preventive measures, such as 

encouragement and resource notification, based on the 

risk levels. 

8. Evaluation and Optimization: 

• Evaluate the performance of the classification models 

using metrics like accuracy, precision, recall, and F1-

score. 
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• Optimize the models and algorithms based on the 

evaluation results to improve the accuracy and 

reliability of risk identification. 

9. Iterative Process: 

• Iterate and refine the methodology based on feedback 

and additional data to enhance the accuracy and 

effectiveness of suicidal risk identification. 

3.1. Data Collection 

Different watchwords and expressions used in previous 

papers as well as from various locations and forums were 

gathered to collect the data for our research [11, 12]. Data 

access was made possible by the Twitter Application 

Programming Interface (API). Various fields of inferring 

are included in the extracted dataset. 87 keywords in all, 

which are presented in Table 1, were gathered overall.  

Table 1. Suicidal Keywords 

To end this 

nightmare 

Want to die Life is so 

meaningless 

Want to die Ready to jump don't want to 

live 

Want to dissapear Want it to be over put an end to 

this 

Could just fall asleep Take my own life want to be dead 

Stop the pain Tired of living thoughts of 

suicide 

End it all Suicide plan to hurt myself 

I'm drowning Sleep forever want to be gone 

Life is too hard Better off dead take it anymore 

My life consists of 

nothing 

Depressed hate myself 

Don’t want to exist Wanna die end this pain 

My life is miserable Can’t go on die in my sleep 

Tired of being alone To take my own life really need to 

die 

My suicide letter Go to sleep forever killing myself 

Don’t want to be 

here 

My suicide note my death would 

Thoughts of suicide I am worthless Don’t want to 

wake up 

Suicidal Nothing to live for my life is 

pointless 

Die alone Hate my life i am leaving 

now 

Ready to die Ready to die better off 

without me 

Never wake up Slit my wrist Suicide plan 

Suicide ideation Slash my wrist Sleep forever 

Thoughts of suicide End my life Tired of living 

alone 

To hurt myself Depressed My life is 

miserable 

Want to die Be dead Life is so 

meaningless 

Want to be dead Die alone don't want to 

live 

Put an end to this Tired of living put an end to 

this 

My death would Cut my wrist want to be dead 

Wanna suicide Asleep and never 

wake 

thoughts of 

suicide 

Commit suicide Take my own life to hurt myself 

want to be gone Commit suicide my life is 

pointless 

take it anymore Suicidal ideation i am leaving 

now 

hate myself do not want to be 

here 

better off 

without me 

end this pain why should i live Suicide plan 

die in my sleep be dead Sleep forever 

really need to die die now Tired of living 

alone 

killing myself end my life My life is 

miserable 

my death would suicide pact - 

Don’t want to wake 

up 

not worthy living - 

 

The Twitter API can be used to programmatically retrieve 

and analyze Twitter data, as well as build for the 

conversation on Twitter.  The API allows a maximum of 2 

million tweets per month. Using these keys and the 

collected Reddit keywords, tweets were collected over a 

span of 4 years i.e., from 2018 to 2022 in sporadic 

intervals. A total of 1,48,768 tweets were collected along 

various columns like, Screen Name, User Name, Tweet 

Content, Tweet ID, User Description, User Location, User 

URL, Tweet Coordinates, Retweeted, Retweet Count, 
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Source, Truncated, Reply to user ID, Favourited, Favorite 

Count bringing the total size of the dataset to 51MB shown 

in Figure 2. 

 

Fig. 1.  Proposed framework 

 

Fig. 2.  Tweet Count 

3.2. Annotation 

The crucial step in training the machine learning (ML) 

model is annotation, where the emotional health of 

individuals is assessed. In this study, the VADER 

Sentiment Analyzer algorithm was employed for this 

purpose. VADER is a vocabulary and rule-based sentiment 

analysis tool specifically designed to analyze sentiments 

expressed in social media. Each tweet is assigned a 

polarity score by VADER, which falls into one of four 

categories: Positive, Negative, Neutral, and Compound. 

Based on these polarity scores, the tweets are categorized 

and labeled accordingly. Tweets that discuss suicide or 

express a desire to end one's life are classified as negative. 

Tweets exhibiting feelings of uneasiness, unhappiness, 

gloom, or other sentiments that may indirectly allude to 

suicide are categorized as Neutral. On the other hand, 

tweets that are sardonic, make references to the self-

destruction of others, contain nerdy references, or feature 

unrelated content are assigned to the Positive category. 

By utilizing the VADER Sentiment Analyzer algorithm 

and its polarity scores, the tweets are annotated and 

assigned appropriate labels, forming the basis for further 

analysis and classification in the subsequent stages of the 

ML model training process. 

 

Fig. 3.  Bar Graph of Label Counts 

3.3. Word Embedding 

The Feature engineering is a crucial step in preparing 

unprocessed data for supervised learning tasks. It involves 

selecting, modifying, and transforming the data into 

meaningful features that can be utilized by machine 

learning models. In the context of text analysis, one 

commonly used feature engineering technique is word 

embedding. Word embedding represents words as real-

valued vectors, capturing the meaning and semantic 

relationships between words. The underlying idea is that 

words with similar meanings should have similar vector 

representations, and words that appear in similar contexts 

should be close in the vector space. Word embedding 

models fall into two primary categories: frequency-based 

models and prediction-based models. 

Frequency-based models rely on the statistical properties 

of words in a corpus, such as term frequency-inverse 

document frequency (TF-IDF) or co-occurrence counts, to 

learn word representations. However, these models have 

limitations in terms of deterministic representations and 

vocabulary size. Prediction-based models, on the other 

hand, use machine learning algorithms to predict words 

based on their contexts. These models have been shown to 

be effective in capturing semantic relationships and are 

widely used for tasks like word analogies and similarities. 

Word2vec, GloVe, and Fasttext are examples of 

prediction-based word embedding models commonly 

employed in text analysis. 

Word2vec utilizes shallow neural networks, such as 

CBOW and Skip-gram, to learn word vectors by predicting 

surrounding words given a target word or vice versa. 

GloVe (Global Vectors for Word Representation) 

constructs word embeddings by considering the co-

occurrence statistics of words in a large corpus. Fasttext 

extends Word2vec by considering word subword n-grams, 

which is particularly useful for capturing meaning in rare 

or out-of-vocabulary words. 
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These prediction-based word embedding models enable the 

transformation of textual data into numerical 

representations, enhancing the effectiveness of machine 

learning algorithms in natural language processing tasks. 

3.3.1. Word2vec 

Word2vec is a popular word embedding technique that 

combines two algorithms: Continuous Bag of Words 

(CBOW) and Skip-gram. Both CBOW and Skip-gram are 

shallow neural network models used to map words to 

target variables, which are also words or sets of words. 

These algorithms aim to learn weights that represent word 

vectors. 

3.3.1.1. Continuous Bag of Words (CBOW) 

The CBOW (Continuous Bag of Words) operates by 

estimating the likelihood of a word given its context. The 

context can be a single word or a set of words, depending 

on the specific scenario. To prepare the corpus for training 

a CBOW model, one-hot encoding is applied to represent 

the words. This encoding transforms the corpus into a 

suitable training set. 

In the CBOW architecture, a shallow neural network with 

three layers is employed. These layers include an input 

layer, a hidden layer, and an output layer. The input layer 

receives the encoded context words as input. The hidden 

layer processes the input and performs computations to 

capture the underlying patterns and relationships. Finally, 

the output layer utilizes a softmax function to generate a 

probability distribution over the vocabulary, indicating the 

likelihood of each word in the vocabulary being the target 

word given the provided context.The shallow neural 

network structure of CBOW allows for efficient training 

and prediction, with the softmax function providing a 

normalized probability distribution. This enables the model 

to predict the target word based on the given context. By 

training the CBOW model on a large corpus and 

optimizing the weights and biases through 

backpropagation, the model can learn to accurately 

estimate the target word given its context. The CBOW 

architecture is commonly used in natural language 

processing tasks and has demonstrated effectiveness in 

capturing semantic relationships between words. 

 

Fig. 4.  Architecture of CBOW 

3.3.1.2. Skip-gram 

While CBOW (Continuous Bag of Words) and Skip-gram 

are two different architectures used in Word2Vec. While 

CBOW takes the context as input and predicts the target 

word, Skip-gram takes the target word as input and 

predicts the surrounding context words. The choice of 

architecture determines the direction of prediction. In the 

Skip-gram architecture, the input is a single word, and the 

goal is to predict its context words. The context window 

defines the range of neighboring words to consider on both 

sides of the target word. For example, with a context 

window of 1, we consider one word before and one word 

after the target word. 

 

Fig. 5.  Architecture of Skip-gram 

Figure 5 illustrates the architecture of Skip-gram, where 

the target word is used as input, and the context words are 

predicted. In this architecture, there are two one-hot 

encoded target variables and two corresponding outputs, 

reflecting the context words on both sides of the target 

word. Word2Vec incorporates both CBOW and Skip-gram 

models and utilizes techniques such as softmax function 

and negative sampling. These techniques, combined with 

backpropagation, help represent words as vectors. 

The loss function in Word2Vec is formulated as follows: 

  J(θ)

=
−1

T
∑ ∑ log(p(wt + j|wt))                    (1)

−m≤j≤m,j≠0

T

t=1

 

where T represents the total number of training samples, m 

is the context window size, and p(wt+j│wt) represents the 

conditional probability of the context word given the target 

word. 

Weight calculation in the model involves matrix 

multiplication, as shown by the equation: 

h

= Wt . x                                                                                             (2) 

where W^(t) represents the weight matrix and x represents 

the input vector. 

These equations and calculations form the foundation of 

the Word2Vec model and enable the generation of word 

vectors based on the training data.  
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3.3.2. Fasttext  

FastText is an extension of Word2Vec that introduces the 

concept of character n-grams in addition to word-level 

representations. Unlike Word2Vec, which treats each word 

as the smallest unit, FastText recognizes that a word can be 

composed of n-grams of characters. This is particularly 

useful for representing uncommon words or out-of-

vocabulary (OOV) words.To illustrate this, let's consider 

the phrase "I want to kill myself." If we set n=3, we can 

generate character n-grams for the word "suicide." In this 

case, the possible n-gram outcomes would be sui, ici, ide, 

and icu. FastText defines a distributional representation of 

words by considering the frequency of occurrence for each 

word. The distribution is defined as follows: 

P(w)

= √
i

f(w)
+

1

f(w)
                                                                    (3)   

where    f(w) =
countw

total no. of tokens
              

Here, f(w) represents the frequency of occurrence for word 

w, and i is a selected threshold (e.g., t = 10e-4). The 

distribution equation assigns higher weights to less 

frequent words, allowing them to contribute more to the 

word representation. In practice, FastText leverages both 

word-level and character n-gram information to generate 

more robust and informative word vectors, especially for 

rare or unseen words. This approach enhances the ability to 

capture meaningful semantic relationships within the text 

data. 

3.3.3. Glove 

GloVe, which stands for global vectors forpresentation, is 

an approach that utilizes statistics to establish the 

relationships between words. The key idea behind GloVe 

is to construct a co-occurrence matrix that captures the 

connections between words. To illustrate this concept, let's 

consider the two statements: "I literally wanna die" and "I 

literally don't wanna live." We extract all the distinct words 

from both sentences and represent them as rows and 

columns in a matrix. We then check if the combination of a 

column and a row exists in the statements and count how 

many times that combination occurs. For example, in our 

given example, the combination of "I" and "I" occurs 0 

times, while the combination of "I" and "literally" occurs 

twice. 

Table 2. Co-occurrence Matrix 

 I literally wanna die don’t live 

I 0      

literally 2 0     

wanna 2 2 0    

die 1 1 1 0   

don’t  1 1 1 0 0  

live 1 1 1 0 1 0 

 

Based on this co-occurrence matrix, we can calculate the 

co-occurrence probabilities using the formula: 

F(wi, wj, wk )

=  
Pij

Pjk

                                                                         (4) 

where P_ij represents the co-occurrence count of words 

w_i and w_j, and P_jk represents the total count of word 

w_j. This probability measure provides valuable 

information about the relationships between words. 

3.3.4. Weighted Average Fusion 

To create fusion vectors, the word vectors obtained from 

the word embedding techniques, namely word2vec, 

fasttext, and GloVe, are combined element-wise. In order 

to leverage the strengths of each technique and address the 

limitations of individual methods, equal weights are 

assigned to each technique. Specifically, each method is 

given a weight of 33%, as depicted in Figure 7. It is 

important to note that the composition of the vectors 

should remain unchanged, and the sum of all weights must 

add up to 100%. The weighted average formula for fusion 

vectors is as follows: 

Wfusion

=
(Wword2vec + Wfasttext + Wglove)

3
                              (5) 

 

 

Fig. 7.  Weighted Average of Word Embedding 

Techniques 

The main data source for this study is Twitter data, which 

undergoes preprocessing using word embedding 

techniques such as word2Vec, fasttext, GloVe, and fusion 

(word2Vec + GloVe + fasttext). The output of these 

embedding techniques is transformed into vectorized data, 

which is then used to train models including CNN, BI-

LSTM, LSTM, and GRU. The figures from 8 to 11 depict 

these models. The ultimate goal is to detect suicidal risk 

based on the trained models and their analysis. 
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Fig. 8.  Fusion of each embedding technique with CNN 

 

Fig. 9.  Fusion of each embedding technique with LSTM 

 

Fig. 10.  Fusion of each embedding technique with Bi-

LSTM 

 

Fig. 11.  Fusion of each embedding technique with GRU 

3.4. Data Balancing 

The dataset used in this research contains a significantly 

lower number of Positive and Neutral tweets compared to 

Negative tweets, resulting in a sample imbalance issue for 

the risk identification algorithms. To address this issue, 

data augmentation techniques can be employed. In this 

study, oversampling is chosen over undersampling to 

prevent information loss and maintain model performance.  

Data augmentation involves using Generative Adversarial 

Networks (GANs) to generate artificial samples based on 

the original data. GANs consist of two sub-models: the 

generator and the discriminator. The generator is trained to 

create new instances by taking random samples as input, 

effectively generating synthetic data to balance the dataset. 

On the other hand, the discriminator is responsible for 

distinguishing between real and fake samples. Figure 12 

illustrates the architecture of GANs, depicting the 

generator and discriminator sub-models. The generator 

generates plausible instances, while the discriminator 

classifies the data into two groups: Real and Fake. By 

iteratively training the GANs, the generator learns to create 

synthetic samples that closely resemble the real data, 

effectively addressing the sample imbalance issue. 

 

Fig. 12.  GAN Architecture 

3.5. Classification 

In this study, we approach the task of identifying suicidal 

thoughts in tweets as a supervised multi-classification 

problem. After preprocessing the dataset to remove 

unnecessary data, we focus on two main columns: tweet 

labels and titles. Inspired by previous work [13], we 

formulate our multi-classification problem using a scheme 

where T represents the tweet and L represents the label. 

The labels are represented as [1,0,0] for the Negative class, 

[0,1,0] for the Neutral class, and [0,0,1] for the Positive 

class. Our machine learning model aims to predict the class 

with the least amount of error. To accomplish this, we 

employ deep learning models such as CNN, LSTM, BI-

LSTM, and GRU in our research work 

4. Results and Discussion 

A total of 35113 neutral tweets, 39976 positive tweets 

(non-suicidal risk), and 73680 negative (suicidal risk) 

tweets were extracted. Using word2vec, GloVe, Fasttext, 

and a combination of all three algorithms, the tweets were 

pre-processed. The network was then built using four deep 

learning techniques: CNN, LSTM, BI-LSTM, and GRU. 

For the purposes of training and testing the model, the 

dataset was split 80:20. We utilised Python to carry out our 

work. The four deep learning methods offer varying 

degrees of accuracy. The outcomes produced by the 

different models were really impressive. Among all four 

deep learning models, best performance was given by 

CNN+ Fasttext with an F1-measure of 0.97, 0.94 for Low 

Risk (Positive and Negative tweets), and 0.96 for High 

Risk (Negative tweets) respectively. Furthermore, this 

research used balanced data. The accuracy of all 

predictions made using various models and word 

embedding strategies is shown in Table 3. 

The combination of training loss and validation loss over 

time is a commonly used metric in evaluating model 

performance. The validation loss indicates how well the 

model generalizes to new data, while the training loss 

measures its performance on the training data. Accuracy is 

another widely used metric that provides a straightforward 

understanding of how well the model predicts. By 

analyzing these two observations together, we can gain 

more insights into the model's behavior. If the accuracy is 

low and the loss is high, it suggests that the model is 

making significant errors across the majority of the data. 

Conversely, if the model produces modest errors across the 

CNN+word2vec 

+word

2vec 
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majority of the data, both the loss and accuracy would be 

low. However, if both the loss and accuracy are high, it 

indicates that the model is making significant mistakes on 

a subset of the data. 

 

Fig. 13.  CNN with Fasttext Accuracy 

The ideal scenario is when the model makes small errors 

on only a portion of the data, which is reflected in high 

accuracy and low loss. This indicates that the model is 

performing well in terms of prediction accuracy. Figure 13 

illustrates the model accuracy curve using training and 

testing datasets. The graph clearly shows that the 

validation accuracy surpasses the training accuracy, 

indicating that the model is effective in generalizing to new 

data and is well-suited for building a new predictive 

model.  

The model loss curve with training and testing datasets is 

shown in Figure 14.  

 

Fig. 14.  CNN with Fasttext Loss 

The performance of the model is examined using this 

graph utilising learning curves. The loss of the model is 

frequently lower on the training dataset than on the 

validation dataset, and it is seen that the training and 

validation curves are reducing to a point of stability with a 

minimum "generalisation gap." Thus, it is determined that 

the learning curve fits the situation well. Table 4 presents 

the accuracies of CNN for different word embedding 

strategies. Furthermore, we have conducted an analysis to 

evaluate the changes in accuracy over time by varying the 

number of epochs and batch sizes. This examination 

provides valuable insights into the performance of the 

CNN model under different training configurations. Table 

5 showcases the accuracy of LSTM for various word 

embedding strategies. Additionally, we have conducted an 

analysis to explore how the accuracy of the LSTM model 

fluctuates with different batch sizes and epoch counts. This 

investigation provides insights into the impact of these 

factors on the model's performance.  

Table 6 presents the accuracies of Bi-LSTM for different 

word embedding methods. Additionally, we have analyzed 

the impact of batch size and the number of epochs on the 

accuracy over time. By varying these parameters, we 

investigated how the accuracy of the Bi-LSTM model 

changes. Table 7 displays the accuracies of GRU for 

different word embedding strategies. Furthermore, we have 

examined the variations in accuracy over time by utilizing 

different numbers of epochs and batch sizes. This analysis 

allows us to observe how the accuracy of the GRU model 

has both increased and decreased sizes. Table 8 presents 

the accuracy comparison of different algorithms with and 

without GAN (Generative Adversarial Network) for 

various word embedding techniques. The table provides 

accuracy percentages for four deep learning models: CNN, 

LSTM, Bi-LSTM, and GRU. 

Table 3. Performance Evaluation of Models Using Various Word Embedding Techniques 
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CNN 92 93 92 94 93 93 91 91 91 93 94 93 

LSTM 93 93 92 94 94 94 92 92 92 95 95 95 

Bi-LSTM 91 91 91 94 94 94 90 87 91 94 94 94 

GRU 90 92 89 94 94 94 91 92 88 94 94 94 
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Table 4. CNN Accuracies 

 

Table 5. LSTM Accuracies 

 

Table 6. BI-LSTM Accuracies 

Models Word2vec Fast text GloVe Fusion 

Epoch/ 

Batch 

size 

3 5 7 10 3 5 7 10 3 5 7 10 3 5 7 10 

32 75.74 80.12 82.43 83.59 79.37 77.38 76.6 80.18 81.05 80.22 81.96 80.7 80.75 81.11 80.52 78.4 

64 81.7 78.65 83.95 81.44 88.17 88.37 88.04 86.51 77.75 79.97 77.41 80.36 77.92 82.26 77.84 85.02 

128 77.29 74.32 84.11 78.6 88.1 87.66 87.49 88.41 80.38 83.45 81.83 82.95 79.65 77.88 79.52 83.51 

 

Table 7. GRU Accuracies 

Model Word2vec Fasttext GloVe Fusion 

Epochs/ 

Batch 

Size 

3 5 7 10 3 5 7 10 3 5 7 10 3 5 7 10 

32 91.01 90.85 92.18 95.43 93.82 99.27 99.51 98.82 93.66 91.32 91.78 91.5 91.63 91.46 91.34 91.42 

64 92.01 90.45 92.55 93.63 95.36 99.59 97.5 99.5 97.22 98.61 91.93 91.5 91.7 91.59 91.62 91.66 

128 91.63 91.6 92.7 92.58 94.71 98.56 99.16 99.66 98.93 91.57 91.79 91.45 91.56 91.19 91.51 91.36 

Model Word2vec Fasttext GloVe Fusion 

Epochs/ 

Batch 

size 

3 5 7 10 3 5 7 10 3 5 7 10 3 5 7 10 

32 82.54 82.95 87.54 87.89 88.95 88.25 86.2 89.95 87.65 87.6 87.95 87.6 87.54 87.89 88.95 88.25 

64 82.95 90.95 89.5 82.97 85.4 88.5 87.57 88.54 87.65 87.6 90.6 87.6 89.5 85.97 85.47 88.54 

128 90.5 92.95 92.2 87.54 86.3 89.5 87.95 87.54 87.65 86.7 87.95 87.46 88.2 87.54 86.35 89.54 

Models Word2vec Fasttext GloVe Fusion 

Epochs/ 

Batch 

Size 

3 5 7 10 3 5 7 10 3 5 7 10 3 5 7 10 

32 91.72 93.74 95.05 96.38 95.07 92.2 91.91 92 91.23 79.47 77.99 76.3 91.97 92.32 91.81 91.39 
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Table 8. Accuracy Comparison of Different Algorithms 

DL 

Models 

Without GAN With GAN 

Word2Vec  Fasttext  GloVe  Fusion  Word2Vec  Fasttext  GloVe  Fusion  

CNN  88.75%  92.01%  89.1%  89%  68.67%  67.94%  74.3%  75.93%  

LSTM  88.91% 90.66%  86.69%  87%  70.5%  67.5%  76.7%  76.05%  

Bi-LSTM  89.9%  89.9%  88.7%  82.53%  65.4%  68.02%  71.2%  74.87%  

GRU  86.5%  86.5%  88.7%  83.4%  73.4%  67.57%  67.8%  75.05%  

Without GAN, the accuracy percentages vary across the 

different word embedding techniques. For CNN, the 

highest accuracy is achieved with the Fasttext embedding 

(92.01%), followed by Word2Vec (88.75%), GloVe 

(89.1%), and Fusion (89%). For LSTM, the highest 

accuracy is obtained with the Word2Vec embedding 

(88.91%), followed by Fasttext (90.66%), GloVe 

(86.69%), and Fusion (87%). Bi-LSTM achieves the 

highest accuracy with the Word2Vec embedding (89.9%), 

followed by Fasttext (89.9%), GloVe (88.7%), and Fusion 

(82.53%). Similarly, for GRU, the highest accuracy is 

achieved with the GloVe embedding (88.7%), followed by 

Word2Vec (86.5%), Fasttext (86.5%), and Fusion (83.4%). 

With GAN, the accuracy percentages show variations 

compared to the models without GAN. For CNN, the 

accuracy decreases for all word embedding techniques. 

The highest accuracy is obtained with GloVe (74.3%) and 

Fusion (75.93%). For LSTM, the accuracy also decreases, 

with the highest accuracy achieved with Fusion (76.7%) 

and the lowest with Fasttext (67.5%). Bi-LSTM shows a 

mixed trend, with some improvements and some decreases 

in accuracy. The highest accuracy is obtained with Fasttext 

(74.87%). For GRU, the accuracy increases for some word 

embedding techniques, with the highest accuracy achieved 

with Fusion (75.05%). 

Overall, the table provides insights into the impact of GAN 

and different word embedding techniques on the accuracy 

of the deep learning models. It highlights the variations in 

accuracy across the models and the importance of selecting 

appropriate word embedding techniques for achieving 

higher accuracy in suicide risk prediction. 

5. Conclusion 

In this research, we undertook a comprehensive analysis of 

a large dataset consisting of 148,768 tweets related to 

suicide. Our objective was to develop a deep learning 

model that could accurately identify tweets with a high 

likelihood of suicidal content. Through the construction of 

the deep learning network, we successfully identified 

73,680 tweets that exhibited a significant possibility of 

individuals expressing suicidal thoughts or intentions. To 

facilitate the prediction of suicidal tendencies, we 

employed three distinct feature extraction approaches to 

effectively represent the tweets during the classification 

process. This multi-faceted approach allowed us to capture 

various aspects of the tweets, enhancing the accuracy of 

our predictions. By combining these feature extraction 

techniques with the power of deep learning, we established 

a robust prediction function capable of analyzing and 

assessing the likelihood of suicide in individual tweets.  

The implications of this research extend beyond mere data 

analysis. The insights and predictions generated by our 

model can be utilized as a powerful suicide watch tool, 

enabling proactive intervention and support for individuals 

at risk. Particularly in the context of social media platforms 

like Twitter, where users often express their emotions and 

thoughts openly, our model serves as a valuable resource 

for identifying individuals who may be experiencing 

depression or other mental health issues. By leveraging the 

predictive capabilities of our model, online psychiatrists 

and mental health professionals can be alerted to 

individuals who are exhibiting signs of depression or 

suicidal ideation. This enables timely and targeted 

interventions, allowing for virtual consultations and 

support that can potentially save lives. Overall, our 

research highlights the potential of combining advanced 

machine learning techniques with social media data to 

improve mental health monitoring and provide timely 

assistance to those in need.  

 

64 92.17 96.57 97.64 98.47 92.24 92.27 91.98 91.91 91.63 81.06 78.5 73.12 91.85 92.22 92.12 78.6 

128 89.89 97.91 98.69 99.13 92.18 91.82 92.05 92.12 91.67 77.5 78.17 78..23 91.2 92.08 92.08 86.51 
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5.1. Future Scope 

In the future, there are several potential enhancements to 

consider. Firstly, incorporating a notification system that 

alerts authorities, family members, or friends when a user's 

tweets indicate serious suicidal intent can provide 

immediate intervention and support. This can help ensure a 

timely response and potentially save lives. Secondly, 

expanding the scope of the research beyond Twitter to 

include other social media platforms such as Instagram and 

Tumblr can provide a more comprehensive understanding 

of suicidal behavior across different platforms. This 

broader analysis can uncover unique patterns and insights 

specific to each platform, contributing to more effective 

prevention strategies. Additionally, improving the support 

system by obtaining users' contact information beyond 

social media platforms can enable direct communication 

with individuals in crisis. This approach ensures that 

support is not solely reliant on the user granting permission 

to receive messages from anyone and allows for more 

proactive intervention. 

Furthermore, exploring the integration of advanced 

embedding techniques like BERT (Bidirectional Encoder 

Representations from Transformers) and ELMo 

(Embeddings from Language Models) can enhance the 

performance of the prediction models. These state-of-the-

art embedding methods have shown promising results in 

various natural language processing tasks and can 

potentially improve the accuracy and precision of suicide 

risk prediction. By addressing these future considerations, 

the research can expand its reach, improve the support 

system, and leverage advanced techniques to further 

enhance the effectiveness of suicide prevention efforts in 

the realm of social media. 
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