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Abstract: Pose estimation of human activity recognition has been a keen area of interest in augmented reality experiences, gaming and 

robotics, animations, behavioral analysis, and more. One such exciting variant of pose estimation in the field of health and science is 

yoga pose estimation. This paper explores yoga pose estimation using deep learning networks. The research aims to build a system for 

estimating   45 different complex yoga asanas from 11,000 images using deep learning algorithms. This system is built using a Region-

based Convolutional Neural Network (RCNN) to estimate the joints in the body, followed by a Convolutional Neural Network (CNN) for 

classifying the poses. The model is trained using the Yoga-82 (hierarchically labeled) dataset, a new dataset with complex pose variations 

mainly designed for hierarchical labeling. Next, it highlights the pose estimation task through ResNet models followed by an 

optimization algorithm, which increases the accuracy by 10%. The resultant accuracy is 90.5% for the ResNet50 model. Finally, it 

provides a solution for overlapping yoga poses, multi-person, in-air, and non-conventional poses using a dense network of 17 critical 

points for analysis and prediction. 
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1. Introduction 

Pose estimation is an extensive application of computer 

vision that deals with analyzing the study of individual 

body parts that make up the posture through critical 

point data analysis [1] for different applications like 

fitness (professional trainer through artificial 

intelligence (AI) led instructor) [2], [3], physical 

therapy (posture correction based on mapping and 

correction of postures) [4], [5] video game or movie 

production with enriched visuals (based on mapping on 

avatars through infrared-IR sensors) and robotics (for 

flexible and smooth reflexes with minimal 

recalibration) [6], [7] Pose estimation application 

comprises of tracking changes in human posture and 

providing feedback in real-time [8]. 

Yoga pose estimation has been an extensive area of 

research in clinical applications [9], behavioral analysis, 

human pose co-estimation (PCE) and prototype pose 

characterization [10]. Many models like PoseNet [11], 

Open Pose [12] as well as OpenCV contour detection 

[13] have been curated and customized to build AI-based 

pose estimators for medical [14], [15] and fitness related 

applications [16]. Recent advances also involve pose 

estimation in 3D space using mediapipe [17]. Tensorflow 

MoveNet [18] has also paved the way for designing an 

animated AI pose trainer [19]. Despite the range of 

models that are available and proposed for pose 

estimation, the work on the variety of poses stays limited 

[20]. There are many instances like dog pose, cat pose 

where the key joint points are obscured in the pose image 

[21], in such a scenario, detection and prediction need to 

go hand in hand. The training of the dataset through the 

proposed Region Based Convolutional Neural Networks 

(RCNN) [22] model ensures that no such limitation is 

faced in the everyday yoga pose applications. Further 

optimization gives robustness to the proposed model 

[23]. 

Pose estimation from an image or video frame is a highly 

challenging task. It depends on the scale and resolution 

of the image and other aspects like lighting conditions, 

fluctuations, occultations, background conditions, and 

more [24]. 

The complexity increases when pose estimation is 

applied to fitness-related activities [25], it is mainly due 

to the wide variety and diversity of possible poses (e.g., 

thousands of yoga asanas), occlusions (e.g., obstruction 

of key-point locations due to varied poses), and different 

angles of appearance (front, back, side view)[26]. 
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Sometimes it also considers the color of the fitness gear 

to separate it from the environment or surroundings. 

Yoga pose estimation becomes an actual application in 

the study of pose estimation tasks for fitness. 

 

Fig 1. Example body poses for commonly practiced 

yoga asanas. 

Taking its origin from the Sanskrit word “yuji,” yoga 

signifies the union of body and soul [27]. Yoga has 

been extensively studied as an art of healing for 

centuries[28]. If performing an incorrect stance reaps 

out all the medical benefits claimed in reputed health 

sciences studies [29], some commonly practiced yoga 

poses are shown in figure 1. To make this practice 

easier and accessible for all, computerized self-training 

systems are being developed with easy-to-follow 

animated tutorials. This, in turn, helps the user to 

improve simultaneously through guided feedback loops. 

This can be enabled through innovative AI based 

monitoring tools designed to map the needs of the user, 

along with easy-to-follow voice instructions and 

activity mapping. 

 

Fig 2. Implemented models on pose estimation for 

yoga activity. 

 

As per the literature, it is found that some state-of-the-art 

techniques like posenet [30], Kinect [31], real-sense [32], 

[33] do not perform well when the posture is a horizontal 

body posture or when both the legs overlap each other. 

This creates the need for a better model, which works 

well on a generalized dataset. According to the position 

of relevant joints, the pose structure can be estimated 

using deep learning-based classification[34].The 

beginners can make comparisons with expert poses. The 

difference in angles of both poses can help beginners 

improve their posture by correcting it against the expert 

pose. This paper introduces the implementation of 

ResNet models with determined fine-tuning optimization 

for key-point detection and yoga pose estimation on one 

of the most challenging and diversified datasets, i.e., 

Yoga-82. This work has been done on a whole of 45 

classes of yoga poses. The current limitation of yoga 

pose estimation research is the inability to work on 

extensive and complex datasets like Yoga-82 and 

provide a robust solution. As a result, this paper proposes 

an efficient solution to this problem with perfect 

accuracy. The proposed methodology in this paper uses 

deep learning algorithms to estimate the yoga asanas 

with a reasonable accuracy of 90.5%. The model first 

extracts the critical points required from the 

images/videos through hierarchical clustering and 

ResNet neural networks. The extracted key points are 

then joined as pairs according to the limbs present in the 

human body, thus creating a complete skeletal structure. 

These structures are then fed to the ResNet networks 

[ResNet40 and ResNet50] for final training and further 

optimization. Later, the results of this study are 

discussed. 

2. Related Work 

Yoga pose estimation has been a growing area of 

research in recent times for medical and fitness 

applications. Many proposed algorithms are being used 

to estimate complex pose angles and variations. This 

section gives an overview of the work done on the 

common standard objects in consideration (COCO) 

dataset for human pose estimation, followed by deep 

learning-based methods for pose estimation. It concludes 

with a brief discussion on AI-led tutor-based systems 

with key-point analysis for yoga pose recognition. 

2.1 COCO dataset for pose estimation 

Researchers have frequently used the COCO dataset to 

estimate human pose [35]. The Pifpaf network was used 

to train the COCO dataset in [36] to recognize relevant 

key points for postures and joints; the output was then 

trained using the ResNet 50 neural network. It was found 

that, even though the model worked well on the dataset, 

the error rate increased considerably when images were 

shot from a distance. 
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In, the model was tested on the COCO dataset, but 

training was done on the Cityscapes dataset. The video 

frames were trained using Mask RCNN architecture, 

followed by a residual network-feature pyramid network 

(ResNet50 FPN). This method suggested considering the 

contour edge information as an essential measure, for 

instance, segmentation and object detection tasks. It 

resulted in boosting gradient flow and increased 

sensitivity of the model towards boundary data points. 

The ResNet framework is also used in [37] to train for 

pose estimation and human joints data on the COCO 

dataset, giving a mean Intersection over Union (IOU) 

accuracy of 95.39%. Multi-person pose detection has 

been performed on the COCO dataset in [38] using dense 

heat map networks combined with Faster RCNN to 

estimate highly localized key points with an average 

precision of 0.685. 

2.2 CNN-based methods for human pose-

classification 

In another work, [39] used the Frames Labeled in 

Cinema (FLIC) motion dataset, a set of human pose 

videos trained using CNN for 2D pose detection, using 

optical flow feature RGB images. The model’s 

performance for the average precision degraded 3.9% 

from -10 pixels offset to -1 pixel offset respectively with 

increasing frame step.  

In [40], the approach was broadly divided into two 

phases, first the key-point coordinates of the postures 

were detected, and then CNN model trained coordinates 

were. Further research in [41] included an estimation of 

3D poses from monocular  2D images. This Multiview-

Consistent Semi-Supervised Learning (MCSS) method 

focuses on utilizing information from different angles, 

correlating it through hard negative mining, and then 

training the data using the ResNet framework to improve 

the baseline result by 25%. 

Subsequently, a new approach was proposed in [42], 

where the authors used heat maps of images for pose 

estimation using SpatialNet and deep regression 

networks. However, this approach suffered from 

localization problems and thus is not considered as the 

most suitable approach for the problem, although it 

provided a breakthrough in spatial fusion layers and 

learning from multiple frames using optical flow to 

create a combined confidence map from all the obtained 

heat maps. 

 2.3 Yoga Pose Classification 

Researchers of Yog.ai [43] suggested some key insights 

to solve the localization problem; they suggested training 

the model on grayscale images of the RGB dataset and 

finding relevant key points to train the model. These 

approaches were able to gather an accuracy of around 

97%.   

Kothari in [44] used CNN, support vector machine 

(SVM), and a combination of CNN and long short-term 

memory (LSTM) to train the yoga pose datasets, which 

worked well on the dataset with an accuracy of 85 

Approaches like [45]use Microsoft’s 3D Unity system, 

called Kinect, as the base approach to detect critical 

points from images and pre-recorded video clips, with an 

accuracy of 94.78%. These models were trained on a 

limited amount of data. The analyzed frames were 

captured using sensor-based cameras with high-quality 

resolutions. This setup is industrially supported, hence 

cannot be made use of for generalized applications.  

In another work [46], the researchers extracted the key-

point coordinates of the joint from the images and then 

trained them in UNITY 3D using Microsoft Kinect. The 

model was built solely focused on mapping body 

coordinates using depth analysis to get pose estimation. 

A deviation up to 2.5 degrees in pose variation was 

considered acceptable with an accuracy of 97%.  

 2.4 Yoga Tutor-based Systems 

Patil et al. [47] recommended a "Yoga Tutor" project to 

achieve the goal of designing a training system for 

personal fitness; it was based on the speeded-up robust 

features, commonly referred to as Speeded up Robust 

Features (SURF). However, this approach only 

considered contour and related information for posture 

estimation, which was insufficient for pose estimation.   

Wu et al. [48] in 2010 proposed a model, which was an 

expert yoga system designed completely based on raw 

images and its text-based annotations; however, the 

model did not analyze user’s posture as it was based only 

on the textual annotations and information, thus making 

it unsuitable for real-world datasets. 

2.5 Key-point localization for yoga poses 

Some widely used networks for key-point localization 

are OpenPose [49], DensePose [50], PoseNet [51]etc. 

The work proposed in [52] uses OpenPose for basic key-

point extraction followed by CNN and LSTM (long 

short-term memory) hybrid model to get pose 

predictions. They achieved 99.38% accuracy, but this 

model was only created for six poses, thus limiting fewer 

data used for model creation.  

BlazePose [53] is a lightweight CNN architectural model 

which analyzes 33 critical points for pose estimation and 

is robust for real-world applications. The limitations of 

the discussed review can be highlighted by the need for 

robust pose estimation systems that consider the contour, 

the image details (clothing, multi-person pose 

estimation), and provide a highly trained model for 
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keypoint detection and estimation. Further, the ability of 

the system to overcome the limitations of lighting, 

occluded images, are listed. The prediction model should 

identify pose changes in pose angles and give accurate 

results.  

The review above also suggests the need for work on a 

generalized model over a diversified dataset to create a 

self-training expert. This paper uses RCNN for creating 

the skeleton of the yoga poses in images using key point 

coordinates.  

 2.6 Dataset 

Most datasets used for pose-estimation-based tasks lack 

variety and diversity of postures. This has served as 

motivation for researchers to study deeper into this task. 

Some examples of complex yoga poses are shown in the 

figure below. 

 

Fig 3. Some complex yoga poses 

In figure 3, it can be observed that the postures 

demonstrated are complex and would be difficult to 

detect. The detection of such postures is challenging 

because not all body limbs are visible due to overlapping 

some limbs. The background and clothing also play a 

significant role in the pose detection process. The same 

type of clothing and occlusions can often lead to 

misconceptions and inaccurate predictions and thus the 

model's poor performance.  

Non-standard parking behavior recognition using a 

vision-based system would be of great help in crowded 

areas. However, angle detection and camera occlusion 

are some challenges in real-time adoption of such 

systems. Robust image processing algorithms, features 

extraction techniques, 3D object/cars detection and 

parking events detection such as car in, car out, car 

leaving, car entering are some possible solutions to 

overcome these issues.   

A new dataset was discussed in [54] to overcome this 

limitation. It consists of 82 yoga asanas for large-scale 

yoga pose recognition with the hierarchical label based 

on the body configuration of the poses instead of finer 

annotations. In this paper, we have used 45 classes of the 

dataset mentioned above. 

 

Fig 4. Yoga-82 dataset hierarchical labeling. 

This dataset contains around 28,000 yoga pose images 

divided into 82 different classes, representing 82 

different simple and complex yoga poses and class 

annotations based on their class hierarchy. This dataset 
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comprises a three-level hierarchy that defines the 

variations in body positions in different postures. The 

three levels of hierarchy are described below:  

• Basic description of the posture like standing, 

sitting, balancing, inverted and more at the first 

level.  

• The second level has a bit more elaborated 

classification like straight, forward bend, side bend, 

twist, downward-facing, upwards-facing, etc.  

• The final level consists of the actual English and 

Sanskrit names of the postures like Bound Angle 

Pose or Baddha Konasana, Camel Pose or 

Ustrasana, Cobra Pose or Bhujangasana, Eagle 

Pose or Garudasana, Handstand pose or Adho 

Mukha Vrksasana, and more.  

This three-level hierarchy has proven helpful for 

classifying complex poses, as they can be distinguished 

more precisely based on their given levels of description. 

Table I: Comparison of Yoga-82 dataset with other datasets. 

Datasets 
Total 

instances 
Sources Target poses 

MPII 25,000 YouTube Diverse 

LSP-Ext 10,000 FB checker Sports 

SHPD 23,334 Surveillances Pedestrians 

Yoga-82 28,487 Bing Yoga 

 

3. Proposed Methodology 

In the literature, it was revealed that Convolutional 

Neural Networks [55] [56]have always been the 

preferred architecture for all image classification and 

segmentation-related applications [57], [58].   

It is a deep learning algorithm [59], [60] that focuses on 

taking input images, assigning their respective weights 

and biases according to their feature importance, and 

finally giving a classified output. 

• CNN [61] performs feature extraction [62] using 

filters (also called kernels) which perform 

convolution between pixels to find the most 

relevant features from the images. These features 

are then reduced to a feature map consisting of all 

the relevant features of the image.   

• These feature maps are then passed to the pooling 

[63] layer, which serves the purpose of 

dimensionality reduction [64]by finding the most 

relevant features from an image and removing the 

unwanted pixels. The most used type of pooling is 

max pooling, which finds the maximum pixels with 

relevant features.  

• The pooled feature map is then passed on to the 

next layer, which has only one purpose, i.e., to 

change the dimensionality of the feature map into a 

1-D array, i.e., the flatten layer [65]to send it 

further into the network. 

• Lastly, the features are sent to the fully connected 

layer [66], [67], which connects the convolutional 

network to the Artificial Neural Network (ANN) to 

get the final prediction. 

 

Fig 5. Convolutional neural network architect used in this work. 
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CNN architecture provides exceptional accuracy in pose 

classification tasks, thus making it a highly desirable 

choice for this application. They can be trained on key 

points of joint locations of the human skeleton or can be 

trained directly on the images [68]. [69]used CNN for 

2D human pose estimation on human exercise images 

and achieved an accuracy of 83%.  

Region-based CNN [70] network is used to boost the 

algorithm performance by reducing the computational 

burden by activating semantically meaningful regions, 

which helps to avoid localization problems for key-point 

extraction from the image. It was used to ensure that all 

image details containing sensitive information crucial for 

pose prediction are considered. Fig 6 shows the detailed 

flow of this research, along with the architecture of the 

stepwise followed methodology. 

 

Fig 6. The architecture of the proposed methodology 

The various steps followed in the procedure are as 

follows:  

3.1. Dataset:  

The images are taken from the Yoga-82 dataset, which is 

designed specifically for yoga pose classification tasks. It 

aims to fulfill more complex and diverse data to develop 

a more accurate and generalized system. Out of the 82 

available classes, 45 yoga pose classes are chosen for 

this paper based on their complexities. 

The dataset [71]used in this paper is one of the latest and 

most challenging datasets, i.e., Yoga82 hierarchically 

labelled dataset which is being used for yoga pose 

estimation tasks with a wide range of complex pose 

variations and images that are collected from real-world 

settings. This paper introduces the work done on a wide 

range of 11,000 images spread across 45 classes. 

3.2. Key-point Extraction:  

The pre-processing is done using manual labelling of the 

images, followed by train-test validation and batch 

normalization for standardization of data. It has further 

been reshaped and enhanced to fit the requirements of 

the training model. 

Region-based Convolutional Neural Network (R-

CNN) [72]has proven to work well on various 

challenging benchmark datasets. It has also helped in 

producing exceptional state-of-art results for many 

objects detection and segmentation tasks.  Previously 

used CNN models for object detection and segmentation 

have faced localization problems for large datasets. 

Previous deep learning models aimed to maintain a high 

spatial resolution of image resolution for different frames 

of inputs. 

This type of RCNN network generates class-independent 

proposals of regions of the object (in our case, joints) to 

be located. After getting all the possible proposals, the 

Selective Search technique [73]is utilized to determine a 

vast set of possible joint locations from the images [74]. 

This is performed by forming clusters of image pixels 

into segments, followed by hierarchical clustering [75], 

[76], a supervised learning method for classification that 

further combines the formed segments into possible joint 

proposals.  

RCNN is shown to work very well for Object detection 

tasks (limbs in this case). Instead of working on a 

massive number of regions, the RCNN algorithm 

proposes a bunch of boxes in the image and checks if 

any of these boxes contain any object using the selective 

search technique. Faster RCNN is preferred generally 

because it's faster than the RCNN model when it comes 
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to making predictions for each new image. But this also 

uses regions to identify objects. The network does not 

look at the complete image in one go, instead it focuses 

on parts of the image sequentially. This further creates 

some complications like the algorithm still requires 

many passes through a single image to extract all the 

required regions from the input image. Also, the RPN is 

trained where all the anchors in the mini batch, which are 

of size 256, are extracted from a single image. Since all 

samples are from a single source, it is possible that they 

may correlate i.e., the features are similar so the network 

may take a lot of time to converge. Faster RCNN would 

have the convergence problem for this application as the 

features which are the keypoints are somewhat similar. 

Instead of using segmentation as ground truth, the 

critical point uses heat maps [77], [78] of fixed points. A 

heat map is a vector with the input image height and 

width and contains mostly zero values. It was observed 

that the pixel turned positive when a point of interest was 

encountered. For example, the left hand of a human is 

present in the background. The image array has positive 

pixels, with the “hottest” pixel in the heat map being in 

the center. This positive pixel in the middle is called a 

critical point. Networks can then train to find common 

patterns around this crucial point and learn how to find 

them in an image [79]. 

3.3. Pre-Trained ResNet Model:  

The key-point_resnet50_fpn network uses feature 

pyramid networks  [80]for feature selection. The purpose 

of using feature pyramids [81] is to combine low-

resolution solid features with high-resolution ones. This 

helps in attaining the most relevant features from the 

input frames. The key-point RCNN model used here 

takes an image tensor as inputs for detection. First, 

convert the input images into tensors using the PyTorch 

transform method. The output from the transformation is 

in the format [batch size x number of channels x height x 

width]. The output is obtained in the form of a dictionary 

list, which comprises the resulting tensors. The fields of 

the dictionary are as follows:  

• Boxes: [x1, y1, x2, y2] format,  

▪ x = [0, W] and,  

▪ y = [0, H] 

• Scores: The confidence scores for each 

prediction. 

• Key points are the predicted interest points (i.e. 

joint locations) in [x, y, v] 3D Cartesian 

coordinate format. 

3.4. Detected Key-points:   

There are 17 critical points detected in this model, shown 

in table 2 and their respective numbering, which is 

shown further in the image afterward. The key points are 

numbered and paired according to the limbs they form in 

a human skeleton. Different limbs are formed by pairing 

these key points, giving the body's final skeletal structure 

for a particular pose.  

 

 

Fig 7. Key-points detected using RCNN. 

3.5. Forming the skeletal structure:  

The next focus is on the formation of the skeleton based 

on the pairs obtained. While joining the key points, a 

threshold needs to be set to get more accurate 

predictions. Here, the threshold taken is 0.9, as it was 

observed that the joints with a confidence score of more 

than 0.9 tend to give more false positives in the output. 

Following this, the pre-trained keypoint_rcnn_resnet50 

model is used, a pre-trained Keypoint-RCNN model 

with ResNet50 backbone, to detect critical points.  

According to Table 2, the following pairs have been 

chosen in order to form the edges of the skeletal 
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structure of the pose; (0, 1), (0, 2), (2, 4), (1, 3), (6, 8), 

(8, 10), (5, 7), (7, 9), (5, 11), (11, 13), (13, 15), (6, 12), 

(12, 14), (14, 16), (5, 6). 

Table II. Utilized key-points 

Sr. No. Joint/Key-point Sr. No. Joint/Key-point Sr. No. Joint/Key-point 

0 Nose 6 Right shoulder 12 Right hip 

1 Left eye 7 Left elbow 13 Left knee 

2 Right eye 8 Right elbow 14 Right knee 

3 Left ear 9 Left wrist 15 Left ankle 

4 Right ear 10 Right wrist 16 Right ankle 

5 Left shoulder 11 Left hip   

 

There is a confidence score associated with each key 

point, based on which the key points are located. The 

pre-trained model used here for key-point detection 

generates critical points for every limb separately. 

Further, it is joined based on the body's limbs and 

superimposes them on the actual image to get the final 

key points. 

3.6. Pose Classification:  

The detected vital points are then used for pose 

classification using Residual Networks (R.N.s). R.N.s 

are preferred for tasks like pose estimation because this 

network is pre-trained on an extensive set of data based 

on different types of activities that can be used for 

various segmentation and detection tasks and thus can 

work as a perfect backbone for creating a new model for 

a specific type of application, the knowledge from the 

trained model can help further enhance the training of 

the model which in return provides more accurate 

results.  

Here, the detected key-points were then trained on two 

convolutional network structures, ResNet34 and 

ResNet50; as the name specifies, ResNet34 has 34 deep 

layers while the latter has 48 deep layers along with 1 

MaxPool [82]and 1 Average Pool Layer [83], using 

fastai [84]. The idea used here in building the model is to 

combine fastai with transfer learning to create a pose 

classification model. 

 

Fig 8. 50-layer ResNet network with feature pyramid. 

Fastai [85], a deep learning library, provides complex 

components that give state-to-the-art results in standard 

deep learning areas. It provides accurate results in fewer 

computations without compromising on factors like 

flexibility and performance.  
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Transfer learning is a studying approach in which a 

model advanced for an undertaking formerly on a 

massive set of statistics corpus is reused as the start line 

for a version on a new task. It is a widespread technique 

in deep learning where pre-skilled models are used as 

the place to begin on computer vision and natural 

language processing tasks given the tremendous 

computing and time resources required to develop 

neural network fashions on these troubles and from the 

massive jumps in a skill that they offer on associated 

troubles. 

In this approach, the CNN-learner from fastai is directly 

used to create the model. DataBunch is used to 

encapsulate the training and validation data. The 

models used as a base model to apply transfer learning 

are ResNet34 and ResNet50 models, R.N.s, a type of 

CNN. These models work on images convolved by the 

convolutional filters formed at the beginning of every 

CNN model to generate the feature maps. 

 

Fig 9. Process of transfer learning. 

Using transfer learning helps to incorporate previous 

knowledge of the model, trained on Imagenet dataset, 

which is extensive data collection used for image 

classification, object detection, and segmentation task 

helps to build a new model for our dataset and create a 

more generalized model with more dataset and more 

petite compilation. 

3.7. Testing and Prediction:  

After training the model with Residual backend on the 

detected vital points, the model is tested on the testing 

dataset, and predictions are made on the anonymous 

data to find the testing accuracy of the model. Followed 

by the final testing, the model can be deployed to 

develop a complete self-training system for Yoga Act.  

4. Results and Discussion 

Each phase of the training model is followed by testing. 

The results are then optimized to achieve good accuracy 

in the model. Hence, the section is discussed in three 

divisions, starting with initial training using ResNet 

models, then optimizing the ResNet models, followed by 

a comprehensive discussion of results for final training. 

 4.1 Initial Training 

After the initial training with ResNet34 and ResNet50, 

respectively, the results from both the models are shown 

in the tables below: 

Table III. Result of initial training on ResNet34. 

Epoch Train_loss Valid_loss Accuracy Time 

0 3.5589 1.9186 0.4926 22:33 

1 2.3018 1.4089 0.6137 05:26 

2 1.6377 1.0957 0.6870 05:21 

3 1.2089 0.9206 0.7392 05:24 

4 0.9653 0.8229 0.7673 05:24 

5 0.8139 0.7485 0.7896 05:26 

6 0.6433 0.7146 0.7965 05:27 

7 0.5471 0.6652 0.8093 05:25 
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8 0.4540 0.6515 0.8104 05:28 

9 0.4083 0.6503 0.8116 05:28 

 

Table IV. Result of initial training on ResNet50. 

Epoch Train_loss Valid_loss Accuracy Time 

0 4.3934 2.4492 0.3726 06:22 

1 2.6965 1.4727 0.5934 06:21 

2 1.8465 1.2074 0.6635 06:31 

3 1.4257 1.033 0.7064 06:36 

4 1.1646 0.8977 0.7380 06:59 

5 0.9618 0.8469 0.7554 07:00 

6 0.8108 0.7924 0.7731 07:03 

7 0.7311 0.7668 0.7838 07.08 

8 0.6740 0.7579 0.7838 06:52 

9 0.6239 0.7532 0.7861 06:52 

 

The results of the table can be summarized as follows:  

1. ResNet34 - 78.6%  

2. ResNet50 - 81.16%  

We observe that ResNet50 gives a better accuracy as 

compared to ResNet34 by 2.56%. The training loss 

decreases from 4.3934 to 0.6239, while the validation 

loss decreases from 2.4492 to 0.7532 in 10 epochs. 

Similarly, the training loss decreases from 3.5589 to 

0.4083, and the average validation loss is 0.9596.  

ResNet introduces the concept of “identity shortcut 

connection.” Increasing the number of layers in the 

neural network does not ideally guarantee a more 

suitable model or greater accuracy. Still, ResNet with the 

feedforward memory network ensures the decrease in 

vanishing gradient problems with increasing depth. 

Hence, the Resnet50 model gives a greater accuracy, as 

it involves more data training through an extensive 

network of residual blocks. 

  4.2 Optimization 

Despite having an accuracy of 81.16%, the ResNet50 

model can further be optimized to get better results. 

For optimization, Discriminative Fine-Tuning [86], 

[87] method is used. This method enables training on 

all different layers of the network at different learning 

rates. The main advantage lies that new layers formed 

after the creation of the model can be trained at the 

same learning rate, while the pre-trained layers from 

the base model can be trained at a comparatively lower 

rate; this ensures we focus on the new layers. 

The principle here is to observe how the loss in the 

training model varies at a different range of learning 

rates. From that observation, the optimal range of 

learning rate for the model can be explicitly estimated. 

 

Fig 10. Learning vs Loss Curve for ResNet34 & ResNet50. 
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After optimization, the range of learning rates from 

figure 8 and 9 for both the models is as follows:  

ResNet34 - 1e-06 to 1e-04 

ResNet50 - 1e-04 to 1e-02 

The model architecture leverages transfer learning by 

introducing fine tuning in the training model. The 

model has already been trained on the original model 

which benefits by enhancing the unfrozen layers and 

training on the new weights, thus improving 

optimization. 

Data augmentation is a tested method to reduce over-

fitting in the dataset. Yoga-82 dataset by design is 

diverse and variable hence the over-fitting of the model 

is done by image data generator to introduce a variety 

of images which are rotated, skewed, sheared, zoomed, 

cropped and so on. This adds generalization ability to 

the entire dataset as well as eliminates the problem of 

overfitting 

4.3. Final Training 

The plot of learning rate vs. loss gives the range of 

learning rates that should be used for both the models 

according to the change in losses for different learning 

rates. 

The model has trained again, with the newly obtained 

range of learning rates. Tables 5 and 6 show the 

obtained results of the optimized models. 

 

Table V. Final training results on ResNet34. 

Epoch Train_loss Valid_loss Accuracy Time 

0 0.6919 0.7425 0.7823 12:39 

1 0.5991 0.7072 0.7936 05:31 

2 0.5614 0.6726 0.7988 05:31 

3 0.5100 0.6496 0.8102 05:31 

4 0.4527 0.6329 0.8122 05:35 

5 0.4206 0.6253 0.8157 05:39 

6 0.4019 0.6192 0.8168 05:37 

7 0.4197 0.6230 0.8157 05:37 

 

Table VI. Final training results on ResNet50 

Epoch Train_loss Valid_loss Accuracy Time 

0 0.7676 1.4320 0.6780 14:00 

1 1.3870 2.2410 0.5482 05:31 

2 1.3047 1.1580 0.6689 05:33 

3 0.9908 0.9102 0.7667 05:31 

4 0.7304 0.6251 0.8333 05:36 

5 0.5330 0.4585 0.8704 05:36 

6 0.3362 0.3748 0.8962 05:37 

7 0.2352 0.3568 0.9055 05:30 

Final accuracies for both the models are: 

1. ResNet34 - 81.6% 

2. ResNet50 – 90.5% 

The training loss reduces significantly to 0.235 from 

0.7676, and the validation loss is 0.9445 for ResNet50, 

which is less than the initial training model. 
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We observe a significant change in the results after the 

optimization and final training; the resulting model 

provides greater accuracy from the initial model by 

almost an increase of 10%.   

Table 7 shows an accuracy of 90.5% obtained on 

ResNet50. In the next section, the final predictions of 

the model on the testing data are shown in the form of 

a figure. 

Table VIII. Comparison between ResNet34 and ResNet50. 

Architecture 
Depth 

(layers) 
#Params 

Model 

size 

Learning rate 

range 

Top 

Accurac

y 

ResNet34 34 21.28M 178.5mb 1e-06 to 1e-04 81.5 

ResNet50 50 23.15M 190.4mb 1e-04 to 1e-02 90.5 

The CNN architecture is proven to provide exceptional 

performance in pose estimation and other activity 

detection tasks, thus making it a highly desirable choice 

for this application. They can be trained on key points 

of joint locations of the human skeleton or can be 

trained directly on the images. RCNN network is used 

to boost the performance of CNN algorithm as it 

focuses on extracting all the relevant regions in the 

input image thus reducing the localization problem for 

the joint detection.  

The efficiency of the model can be seen in two ways 

i.e., the computational efficiency which indicates how 

much time and/or space it will take on an input of size 

N to arrive at the output, and through the classification 

score i.e., the accuracy of the model. Model building is 

a time-consuming process but using Fastai helped to 

reduce the training time of the pretrained model.  

Both the models resulted in a good accuracy score. 

Further optimization in the learning rates of the models 

resulted in the best possible results which can be seen 

through the graphs below. 

 

Fig 11. Accuracy graphs for ResNet34 and ResNet50 models 

  

4.3 Discussion 

Due to the difference in the datasets, the accuracies and 

performance of the previous models cannot be compared 

directly with this model. Similar experiments were 

performed in the previous work using Kinect, Star 

Skeleton [88] with accuracies as higher as 99.4%. 

However, the poses used for those models were different 

and much less complex than the ones used in this model. 

This model is tested on every type of asanas from 

reclining to wheel and has shown consistent results. The 

summarized results of the model proposed in this paper 

are given in table 8. 

 

Table 8: Summarized results of ResNet34 and ResNet50. 

Model Before optimization After optimization 

ResNe34 81.1% 81.5% 

ResNet50 78.6% 90.5% 

The work done in [89]using the state-of-art PoseNet 

model has shown prominent results in detecting vertical 

poses like the standing or inverted ones but has a 

significantly poor performance for horizontal poses like 

the balancing poses. Our model has proven to be 

orientation agnostic as it has shown to work prominently 
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for every type of pose, as shown in figure 11(a) and 

figure 11(d) thus making it a generalized approach. 

Another work in [90] gives a self-learning system for 

pose estimation using Kinect sensors. This model was 

designed by taking three asanas into consideration i.e., 

tree pose, downward dog, and warrior III, with all 

images taken from a high-definition camera, while our 

model takes these three poses along with many such 

poses and still gives a good accuracy. In [33], the 

authors have used an SVM, CNN network for key 

point extraction, along with a combination of CNN 

and LSTM to train the model, where the CNN network 

helps to identify patterns from input frames while 

LSTM neurons examine the attributes of the different 

frames. They got an accuracy of 85% on their model, 

which is only trained on 6 poses. All those poses are 

present in our dataset and many more. 

Table IX. Comparative study with state-of-the-art models. 

Method Dataset Accuracy 

MR-CNN [91] MS COCO, PASCAL, VOC 89.3% 

CNN-LSTM[52] 6 Poses, 12 People 98.92% 

BLAZEPOSE[53] 1000 Pictures 97.2% 

OPENPOSE[53] AR Dataset 87.8% 

SVM[92] 6 Poses, 15 People 98.58% 

ResNe34 Yoga-82 dataset (11,000 images with 45 

classes) 

81.5% 

ResNet50 90.5% 

Table 9 summarizes the benchmark work done in yoga 

pose estimation with different customized datasets 

facing the limitation of the restricted range of yoga 

poses. The last two models, which are contributions of 

this paper, suggest a great accuracy for an extensive 

domain of 11,000 images spread over 45 classes in a 

hierarchical cluster. 

 The work in [93]uses body contour and skeletal 

information with the help of Kinect sensors to find the 

keypoints. They got an accuracy of 76.22 to 99.87% 

for all the keypoints. However, the methodology used 

here requires manual feature extraction for each pose 

using which a separate model is created for every pose 

based on the features extracted, which makes this a 

time-consuming process. Also, this procedure requires 

a new set of features every time a new pose is added to 

the dataset. In our approach, feature extraction is done 

using a region-based network wherein predictions of 

features are based on regional proposals thus no need 

for manual feature extraction or separate models for 

each pose. Also, adding a new pose to the dataset only 

requires adding one neuron to the final layer of the 

model. 

In [52] discussed earlier, another state-of-art technique 

has been used i.e., the OpenPose architecture, which is 

the most frequently used model for pose detection and 

estimation tasks. The authors got an accuracy of 

99.34% by using this architecture for real-time 

recognition. However, systems constrained by 

OpenPose pose recognition algorithms tend to 

sometimes fail in case of overlapping parts, where not 

every limb of the body is clearly visible, along with 

cases of false positives on animals, sometimes even 

statues. Our  model has shown comparatively better 

results for overlapping limbs in complex poses, such 

as Eight Angle Pose and Child Pose, as shown in 

figure 11(b) and figure 11(f). 

 

(a)                                                                  (b) 
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(c )       (d)  

 

(e)                                             (f) 

Fig 12: Depicting final predictions for yoga asanas: 

(a) Cat_Cow_Pose_or_Marjaryasana, 

(b) Eight_Angle_Pose_or_Astavakrasana, 

(c) Gate_Pose _or_Parighasana, 

(d) Plank_Pose_or_Phalakasana, 

(e) Chair_pose_or_Utkasana, and 

(f) Child_Pose_or_Balasana. 

5. Conclusions 

This paper proposes building a computer vision model 

for a yoga pose estimation task on a sophisticated 

dataset with complex pose variations. The literature 

suggested a lack of work done on diverse datasets for 

yoga pose estimation tasks. The existing state-of-the-art 

build models work well on a limited dataset scope, with 

almost significantly fewer variations in the proposed 

yoga asanas. The proposed methodology in this paper 

extracts the essential 17 key points (body joints) from 

an image and forms a skeletal structure to examine the 

posture. Later, these key points are trained by the 

ResNet50 model, which acts as a pose classification 

model. The result gives an accuracy of 90.5% for the 

proposed model with precise predictions on the testing 

and training data. This model further can be used to 

make a user-friendly application where the user can 

compare their yoga pose image with the same pose 

image of the instructor or an expert. The extensive–

trained model will point out the flaws in the user's 

posture and thus prevent any mishaps. The yoga 

training model is based on key point identification and 

analysis. Hence, it can be used in healthcare 

applications to identify joint and alignment-related 

problems with the limbs and body. 

The key point detection has been done uniquely by 

introducing the feature pyramid based RCNN model 

powered by ResNet50 as the backbone model. The key 

point extraction is carried out by hierarchical clustering 

by heatmap generation and later cluster analysis 

followed by tensor generation for each joint in the 

image of the human body. 

The classification of the detected key points into their 

respective classes has been presented as a comparative 

study between ResNet34 and Resnet50 which gives 

accuracies of about 81.1 and 78.6% respectively, these 

models are later optimized using deterministic fine-

tuning model to give accuracies of 81.5% and 90.5%.  

As a result, the novelty of the method introduces the 

work done on newly published dataset taken from 

complex real-world settings, the model is built in a 

series of layers starting from key point localization 

using RCNN to later predicting and placing the 

occluded key point images using hierarchical clustering. 

The fine- tuning model used towards the end for 

optimization uses elimination of the overfitting of the 

model onto the given Yoga-82 dataset. 
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