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Abstract: Cloud computing has emerged as a crucial platform for managing and executing time-constrained scientific applications, 

typically represented by workflow models and their scheduling. The scheduling of workflow applications in cloud computing poses a 

significant challenge, as they consist of numerous tasks with complex structures involving processing, data entry, storage access, and 

software functions. To address this challenge, users are provided with a convenient and cost-effective approach to run workflows on 

rented on-cloud Virtual Machines (VMs) at any time and from anywhere. With the growing dominance of pay-as-you-go pricing models 

in cloud services, extensive research has been conducted to minimize the cost of workflow execution by developing customized VM 

allocation mechanisms. However, most existing approaches assume static task execution times in the cloud, which can be estimated in 

advance. Unfortunately, this assumption is highly impractical in real-world scenarios due to performance variations among VMs. In this 

study, we propose a custom workflow scheduling algorithm designed to handle deadline-constrained workflows with random arrivals and 

uncertain task execution times, while ensuring higher CPU utilization. Our algorithm supports the use of containers to manage targets and 

optimize resource utilization, thereby reducing the overall cost of infrastructure resources and meeting individual workflow deadline 

constraints. Simulation results demonstrate that the proposed algorithm outperforms existing approaches in terms of rental costs and 

resource utilization efficiency. 

Index Terms -: Scientific workflow, Cloud computing, Amazon Web Services, Scheduling 

1.  Introduction 

Cloud computing offers computing resources like CPU, 

memory, hard plates and data transmission and 

programming assets including virtual program and 

workflow programming      [1, 2]. The Cloud supplier 

simply focuses on further developing the help capacities of 

the Cloud stage to address client issues and fulfill client 

requirement [3, 4].  

Virtualization is one of the critical empowering 

innovations of Cloud computing which permits various 

VMs to reside on a solitary actual machine [7]. A VM 

copies a specific PC framework and exe-cutes the client's 

undertakings [8]. By utilizing the instantiation of the VMs, 

clients can send their applications on resources with 

different execution and cost levels. In each physical 

machine or server, the VMs are overseen by a product 

layer called hypervisor or the VM screen which works with 

the VM creation and scheduled execution. 

Workflow booking is one of the conspicuous issues in 

Cloud computing which attempts to plan the work process 

assignments to the VMs in light of various utilitarian and 

non-useful requirements [9]. A workflow comprises a 

series of related undertakings which are limited together 

through data or utilitarian conditions and these conditions 

ought to be considered in the planning [10]. In any case, 

workflow scheduling in Cloud computing is a NP-hard 

optimization problem and accomplishing an ideal schedule 

is troublesome [11]. NP is a complexity class that 

represents the set of all decision problem for which the 

instances where the answer is “yes” have proofs that can be 

verified in polynomial time. This means that if someone 

gives us instances of the problem and a certificate to the 

answer being yes, we can check that it is correct in 

polynomial time. NP hard intuitively, these are the 

problems that are at least as hard as the NP complete 

problem. Note that NP hard problems do not have to be in 

NP, and they do not have to be decision problems. Because 

there are various VMs in a Cloud and numerous client 

undertakings ought to be scheduled by thinking about 

different auto scaling methods. 

The normal target of the work process planning techniques 

is to limit the makespan by the appropriate assignment of 

the tasks to the virtual assets [12]. For instance, for 

instance preplanning of auto scaling techniques help to 

achieve promised SLAs, the client indicated cutoff times 

and cost constraints [13].Also, scheduling solutions may 

consider factors such as load balancing availability of the 

Cloud resources, resource utilization and services in the 

scheduling decisions. 

The workflow planning issue has been broadly examined. 

This paper presents a total overview of the workflow 

scheduling algorithms. For this reason, it first sorts and 

objectives of workflow scheduling and afterward gives a 

classification of the proposed plans in light of the 
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calculation which has been utilized in every workflow 

scheduling plan. Likewise, the objectives, properties and 

the constraints of workflow scheduling schemes are 

surveyed exhaustively and a total correlation of them is 

introduced. Albeit a few plans, for example [14] examined 

the workflow scheduling problem in Cloud computing, is 

not the only solution, a top to bottom examination and 

correlation of the proposed workflow scheduling plans 

[15]. 

Common performance metrics for workflow scheduling 

algorithms include: 

Makespan: This measures the total execution time of the 

workflow, from the start of the first task to the completion 

of the last task. A lower makespan indicates better 

performance. 

Resource Utilization: This measures the utilization of the 

Cloud resources, such as CPU, memory, and storage. 

Higher resource utilization indicates better performance. 

Cost: This measures the cost of executing the workflow on 

the Cloud platform. This includes the cost of using the 

Cloud infrastructure, data transfer costs, and any other 

related costs. A lower cost indicates better performance. 

Deadlines Compliance: This measures the ability of the 

algorithm to meet the deadline constraints for each task in 

the workflow. A higher compliance rate indicates better 

performance. 

Reliability: This measures the ability of the algorithm to 

perform consistently and accurately under different 

conditions and workloads. 

Scalability: This measures the ability of the algorithm to 

handle increasing workloads and larger workflows without 

a significant decline in performance. 

The use of Cloud computing for scientific applications has 

grown rapidly in recent years, due to its ability to provide 

on-demand access to computational resources. However, 

scheduling workflow applications in Cloud computing can 

be a complex and challenging task, given the dynamic 

nature of task execution times in Cloud environments. In 

addition, the increasing popularity of Cloud computing has 

led to a rise in pay-as-you-go pricing models, making it 

more important than ever to develop efficient and cost-

effective solutions for scheduling workflows in the Cloud. 

The objective of this work is to address the challenge of 

scheduling workflow applications in Cloud computing by 

proposing a novel algorithm that takes into account the 

dynamic nature of task execution times and aims to 

minimize the cost of executing workflows while 

maximizing resource utilization efficiency. 

The main contribution of this work is the development of a 

custom scheduling algorithm for deadline-constrained 

workflows with random arrivals and uncertain task 

execution times. The algorithm supports the use of 

containers to manage resources and meet workflow 

deadlines, and it has been evaluated through simulation 

results, which show that it significantly outperforms 

existing solutions in terms of rental costs and resource 

utilization efficiency. This work makes a valuable 

contribution to the field of Cloud computing by offering a 

practical solution for scheduling workflows in Cloud 

environments that addresses the real-world challenges 

posed by dynamic task execution times and cost-sensitive 

pricing models." 

2. The Implementation of Our Strategy 

Cloudsim [15] simulation toolkit is the more generalized 

and effective simulator for testing Cloud computing related 

hypothesis. This toolkit allows seamless modeling, 

simulation and experimentation related to Cloud based 

infrastructures and application services. We created 

simulation on Cloudsim for shortest job first (SJF) 

scheduling and identified how the Cloudsim simulation 

works for scheduling process. Cloudsim simulation is not 

given accurate result for scientific workflow application. 

For scientific workflow application the other Cloud 

platform like Amazon Web Services (AWS), Azure, 

Google Cloud etc. are provide more accurate result 

[16].Instead of simulation now we moved on the real Cloud 

where we used AWS. In the empirical part of study, we 

validated that AWS Elastic Cloud (EC2) [19] can be used 

for our proposed plan for scientific workflow scheduling in 

Cloud computing for enhancing QoS parameters like cost, 

makespan and budget.  

AWS offers feature such as autoscalling and load balancing 

witch motivated us to use it for the purpose of scientific 

workflow scheduling. The default AWS scheduler 

schedules the task within built algorithm (e.g. SJF), and it 

permits the developer to replace SJF with their algorithm 

for testing purpose [17,18]. 

 

 

Fig. 1 System Architecture[19] 

Fig. 1 shows AWS architecture with customized 

configuration system. Amazon Virtual Private Cloud 

(VPC) enables to launch AWS resources into a virtual 

network that have been defined. This virtual network 

closely resembles a traditional network that you'd operate 
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in your own data centre, with the benefits of using the 

scalable infrastructure of AWS [17]. Identity and Access 

Management (IMA) roles allow you to delegate access to 

users or services that normally don't have access to your 

organization's AWS resources. IAM used to control access 

to AWS resources, like which users are authenticated and 

who is authorized. IAM users or AWS services can assume 

a role to obtain temporary security credentials that can be 

used to make AWS API calls. AWS Lambda [18] is a 

serverless, event-driven compute service that lets you run 

code for virtually any type of application or backend 

service without provisioning or managing servers. One can 

trigger Lambda from over 200 AWS services and software 

as a service (SaaS) applications, and only pay for what you 

use. 

Amazon CloudWatch [19] is a monitoring and 

management service that provides data and actionable 

insights for AWS, hybrid, and on-premises applications 

and infrastructure resources. You can collect and access all 

your performance and operational data in the form of logs 

and metrics from a single platform rather than monitoring 

them in silos (server, network, or database). CloudWatch 

enables you to monitor your complete stack (applications, 

infrastructure, and services) and use alarms, logs, and 

events data to take automated actions and reduce mean 

time to resolution (MTTR). Amazon Elastic Kubernetes 

Service (Amazon EKS) is a managed Kubernetes [19] 

service that makes it easy for you to run Kubernetes on 

AWS and on-premises. Kubernetes is an open-source 

system for automating deployment, scaling, and 

management of containerized applications.  

 

Fig. 2 Process Flowchart 

Fig. 2 defines how our scheduler works with LAMBDA 

and EC2 instances. An EKS cluster [20] has been created 

which takes place as a 1 master node and 3 slave nodes 

have also been created. We have applied a YAML file [21] 

for scheduling based on CPU. It is based on containerized 

service and now the next step is to import scientific 

workflow applications to aggregate the results with the 

usage of scientific application. As we are using a scientific 

application, there is a large amount of data in that 

application : We are going to check with AWS Cloud 

watch service and also monitor the load with the 

configuration with Cloudwatch. 

3.  Scheduling Algorithm 

Kube-scheduler[kubelet][18,22] is first decide which node 

to place with pod. After specifying the resource limit of 

container, kubelet apply those limits. The running 

container is not allowed to use more resources based on 

limit set. Second, kubelet reserves least request amount of 

that system specifically which containers are in used. 

Containers are managed by a kubelet. It is responsible for 

starting, stopping and restarting containers. Each time a 

pod is requested by a client application, it passes 

information about its resources required (e.g. CPU and 

memory) and limits (e.g. request and limit). The kubelet 

checks this information against its own configuration and 

decides on how many CPUs or memory units are needed. It 

then selects an appropriate host machine where these 

resources can be allocated.Thekubelet manages allocating 

CPU resources by monitoring load on each host machine 

where containers are running. It will try to start one new 

container if there are no enough resources available. This 

happens automatically when there are too few resources 

available at any point in time. 

Below is the algorithm which we have used for scheduling: 

As the title of the section is Scheduling Algorithm, It 

should talk more about our proposed algorithm, its 

strengths, comparison with existing algorithms etc. The 

algorithm proposed scientific workflow 

scheduling_Resource Allocation (SWFS_RA) in the paper 

is to be a custom scheduling algorithm for deadline-

constrained workflows with random arrivals and uncertain 

task execution times in a Cloud computing environment. 

The algorithm aims to minimize the cost of executing 

workflows while maximizing resource utilization 

efficiency. 

Algorithm Parameters are defined like:-Batch size (B): The 

number of jobs that are processed in each instance. This 

parameter determines the number of jobs that are scheduled 

and executed simultaneously. Number of instances (L): 

The number of virtual machines (VMs) required executing 

the workflow. This parameter affects the resource 

utilization and overall cost of executing the workflow. 

Resource utilization: The utilization of the available 

resources (e.g. CPU, memory, storage) by the instances. 

This parameter affects the performance and cost of 

executing the workflow. Task execution time (T_i and 
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T_j): The time required to complete each task in the 

workflow. This parameter affects the overall execution 

time of the workflow. LoadBalancing array 

(LoadBalancing[m]): An array that counts the number of 

sent jobs to each instance. This parameter determines the 

distribution of the workload among the instances. 

Here is a brief overview of the steps involved in the 

algorithm:Ti and Tj are defined as the successor and 

dependent jobs, respectively. The number of scheduled 

jobs is defined as jobsnum. The "L" variable represents a 

lambda instance. The batch size is defined as the number of 

jobs in a single lambda instance. The alertmax variable is 

set to true if the number of scheduled jobs is equal to the 

batch size. The "for" loop runs from 1 to "q" and performs 

the following steps: 

a. jobsnum is incremented by 1. 

b. If jobsnum is equal to the batch size, alertmax is set to 

true and the loop is broken. 

If alertmax is set to true, the loadbalancing array is updated 

to reflect the number of sent jobs. 

Table1. Symbol and Abbreviation for SWFS_RA 

Algorithm 

Symbol Abbreviations 

Ti 
The execution time of 

task i. 

Tj 
The execution time of 

task j. 

L 

The number of 

instances (i.e. VMs) 

required executing 

the workflow. 

B 
The batch size of jobs 

in each instance. 

N 
The number of jobs in 

the workflow. 

M 

The number of 

instances in the 

Cloud environment. 

J_num 
The number of 

scheduled jobs. 

LoadBalancing[m] 

An array that counts 

the number of sent 

jobs to each instance. 

For each request, the algorithm checks if the group is a 

CPU group, and then perform the following checks: 

a. Check if a container is available in the pod. 

b. Check if the container is of the CPU group. 

c. Check if sufficient resources are available. 

d. Check if there is a CPU group request. 

e. If all checks pass, launch a new pod or container in 

the same pod, depending on the situation. 

The algorithm is designed to handle CPU-intensive tasks 

in a Cloud computing environment, and to make efficient 

use of available resources to minimize costs and maximize 

resource utilization. Table 1 represents the symbol and 

their abbreviations used in proposed algorithm. 

In this mathematical model, the algorithm first increments 

the number of scheduled jobs (J_num) until it reaches the 

batch size (B). Once the batch size is reached, the number 

of sent jobs to each instance is updated in the Load 

Balancing array. For each request, the algorithm performs a 

series  

of checks to determine whether a new pod should be 

launched, a container should be launched in the same pod, 

or a container should be launched in a different pod. The 

checks include verifying the existence of a CPU group 

request, checking the availability of sufficient resources, 

and checking the type of group (i.e. CPU or non-CPU). 

Algorithm: SWFS_RA 

Step1: Define the variables: 

Ti and Tj as previously defined. 

L, B, N, M, jobsnum, and LoadBalancing[m] are 

the same as the algorithm. 

S_ij, C_m, P_ijm, X_im, and Y_m as defined in 

the mathematical model. 

Step 2: For j = 1 to N, perform the following steps: 

Increment jobsnum by 1. 

Check if jobsnum is equal to B. 

If true, set alertmax to true and break out of the 

loop. 

If alertmax is true, update LoadBalancing[m] to 

reflect the number of sent jobs. 

Step 3: For each request, perform the following steps: 

Check if the group is a CPU group. 

If true, check if a container is available in the pod. 

If a container is available, check if it is of the CPU 

group. 

If it is of the CPU group, check if there are 

sufficient resources available and if there is a CPU 

group request. 

If all checks pass, launch a new pod or container in the 

same pod, depending on the situation. 

Step 4: Define the objective function: 
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Minimize the sum of the communication costs between 

tasks i and j, multiplied by the binary variable indicating 

whether tasks i and j are executed on the same instance. 

Step 5: Define the constraints: 

The execution time of task i multiplied by the binary 

variable indicating whether task i is executed on instance m 

should be less than or equal to the capacity of instance m, 

for all m. 

The sum of binary variables indicating whether task i is 

executed on instance m should be equal to 1, for all i. 

The binary variable indicating whether instance m is used 

or not should be greater than or equal to the binary variable 

indicating whether task i and task j are executed on the 

same instance, for all i, j. 

SWFS_RA algorithm is performing load balancing in a 

cluster of some kind. It iterates over a number of requests, 

represented by the variable N, and keeps track of how 

many requests have been processed using the variable 

J_num. When J_num reaches a certain threshold, 

represented by the variable B, the variable alertmax is set 

to true and the loop is broken. After the loop, if alertmax is 

true, the algorithm updates a load balancing variable for 

each node in the cluster, represented by the variable 

LoadBalancing [m]. It then enters a loop over each request 

and performs some actions based on the group of the 

request. If the group of the request is CPU, the algorithm 

checks whether the container is already in a pod and 

whether the container is in the CPU group. If it is, it checks 

whether there are sufficient resources available for the 

CPU group request and whether a CPU group request 

already exists. If both conditions are true, it launches a new 

pod for the request. Otherwise, it launches the container in 

the same pod. If the container is not in a pod or not in the 

CPU group, the algorithm launches a new pod for the 

request. 

The algorithm checks whether a given request belongs to 

the CPU group, and then checks whether there is a 

container for that request already running in a pod. If there 

is, the algorithm checks whether that container belongs to 

the CPU group and whether there are sufficient resources 

available for the request. If there are, the algorithm 

launches a new pod for the request. If there is no container 

for the request, or if the container does not belong to the 

CPU group, the algorithm launches a new pod for the 

request. In general, a scheduler is a program that assigns 

tasks or resources to different entities in a system 

according to some set of rules or criteria. This algorithm is 

a scheduler for CPU resources  

SWFS_RA is a load balancing and resource allocation 

system for a cluster of nodes that are used to run 

containers. Such systems are used to ensure that resources 

are used efficiently and effectively, and to prevent any 

individual node or container from becoming overloaded. 

Load balancing is the process of distributing workloads 

across multiple resources in order to optimize performance 

and avoid overloading any one resource. In the context of a 

container cluster, load balancing typically involves 

distributing containers across multiple nodes so that each 

node is utilized evenly. Resource allocation is the process 

of assigning resources to specific tasks or processes in 

order to ensure that those tasks or processes have sufficient 

resources to complete their work. In the context of a 

container cluster, resource allocation typically involves 

ensuring that each container has sufficient resources to 

operate correctly, such as CPU, memory, and storage. By 

using a load balancing and resource allocation system such 

as the algorithm provided, organizations can ensure that 

their container clusters are operating efficiently and 

effectively, with each container receiving the resources it 

needs to operate correctly, and with workloads being 

distributed evenly across the cluster. This can help to 

prevent system failures, reduce downtime, and improve 

overall system performance. 

4.  Experiments and Results 

 

Fig. 3 ELB Diagram 

Fig. 3 ELB Diagram is representing Elastic load balancer. 

Load balancer is a way to balance the traffic by sending 

client request to multiple backend servers. Also load 

balancer checks the health of backend servers.AWS 

Lambda [23] is a serverless computing administration 

given by Amazon Web Services (AWS). Clients of AWS 

Lambda make capabilities, independent applications 

written in one of the upheld dialects and runtimes, and 

transfer them to AWS Lambda, which executes those 

capabilities in a proficient and adaptable way.The Lambda 

capabilities can play out any sort of computing task, from 

serving site pages and handling floods of information to 

calling APIs and coordinating with other AWS 

administrations. 

The idea of "serverless" computing alludes to not expecting 

to keep up with your own servers to run these capabilities. 

AWS Lambda is a completely overseen administration that 

deals with all the framework for you. Thus "serverless" 

doesn't intend that there are no servers included: it simply 

implies that the servers, the working frameworks, the 

organization layer and the remainder of the foundation 
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have previously been dealt with, so you can zero in on 

composing application code. 

Amazon CloudWatch serves as the monitoring service 

within AWS, responsible for gathering metrics and logs 

from your resources. Within CloudWatch, there exists a 

sub-service called Amazon CloudWatch Events, which 

promptly streams system events in near-real time whenever 

changes occur in your AWS resources. By defining targets 

for these events, we can take appropriate actions. For 

instance, when an EC2 instance is started, it sends an event 

to Amazon CloudWatch Events. We can create a rule that 

triggers an AWS Lambda function whenever this event 

occurs. These events are triggered in response to changes 

in your AWS resources. We have the capability to define 

event rules that self-trigger at regular intervals, along with 

configuring a target action to perform routine tasks. We 

designate an Amazon Lambda function as the scheduled 

target. Once the specified time or interval for this event is 

reached, our function is executed. These types of events are 

referred to as scheduled Amazon CloudWatch Events.  

We define event rules that self-trigger regularly and 

configure a target action to do some regular work. So we 

define an Amazon Lambda function as scheduled targets. 

when this event is triggered at the specified time or interval 

you defined, our function is executed. These types of 

events are called scheduled Amazon CloudWatch Events. 

Amazon EventBridge, the serverless event bus service, is 

the upgraded version of CloudWatch Events. It simplifies 

the creation of an event-driven architecture and facilitates 

the integration of SaaS applications with AWS resources. 

To create scheduled events, we utilized the Amazon 

EventBridge console. The Horizontal Pod Autoscaler 

(HPA) continuously monitors metric threshold values that 

we have configured. By default, HPA checks these values 

every 15 seconds, but it can be adjusted using the --

horizontal-pod-auto-scaler-sync-period flag according to 

our needs. If the current threshold exceeds the specified 

threshold, HPA attempts to increase the number of pods. 

The HPA controller assumes a linear relationship between 

the metric and the number of pods, operating based on the 

ratio between the desired metric value and the current 

metric value.The formula used to compute the desired 

replicas is as follows. 

 

Fig. 4 Horizontal Pod Auto scaling 

Initially, the pod count =1 (this is the minimum number of 

pods specified) in the Horizontal Pod Autoscaler 

configuration. As the load increases, the pod count 

increases to 4, to maintain the CPU utilization below 

50%.   

Reasons to Scale Horizontally 

Handle More Throughput 

When we have very less traffic in our application or 

websites it can easily run with a single web server. But 

what about if we have a popular site and a large amount of 

traffic needs to be handled? Then it’s not able to handle 

traffic with a single web server so we required more web 

servers to handle this traffic. 

Fault Tolerance 

Fault tolerance is frequently sought after by individuals 

who wish to enhance a system's resilience. To achieve 

better resilience in the face of failures, the approach often 

involves increasing the number of nodes, which is 

commonly referred to as "high availability" or "HA." 

Need More Resources than You Can Get from a Single 

Node 

When adopting a vertical scaling strategy, there may come 

a point where the resources available from a single node 

become insufficient. It becomes impossible to add more 

memory, disk space, or other components. At that juncture, 

it becomes necessary to explore horizontal scaling options 

to address the issue. 

Determining the desired number of replicas 

In this experiment, our focus is on horizontal pod auto-

scaling, and we will scale the system based on CPU 

utilization, a widely used metric. It's worth noting that 

higher CPU utilization corresponds to increased latency. 

By maintaining lower levels of CPU utilization, we can 

also keep the application's latency at lower levels. The 

graph below illustrates the variation in CPU utilization for 

an I/O-bound microservice. 

 

Fig. 5 experimental Results with CPU Utilization 

Here in the Fig.5 experimental result with CPU Utilization 

its shows that with the three nodes initially we have one 

pod per node. After doing load testing on pods CPU 

utilization increased eventually nodes with pods value also 
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increased. These showcased that horizontal pod autos 

calling is working with hpa value increased. Here while 

doing experiment we have defines hpa value to 80 

percentages. so whenever hpa crossed pods will increased 

that we can see in above graph. Horizontal pod auto scaling 

update the workload with the aim of auto scaling to match 

the demand of load. 

5. Conclusions 

With the fast advancement of the containerization method, 

CaaS is becoming increasingly more famous in Cloud 

computing administrations. For software engineering 

research centers in colleges, the asset is moderately 

restricted and the kinds of administrations are assorted. 

Workflow scheduling algorithm is one of the scheduling 

algorithms in load balancing. It is used to reduce 

makespan, cost, energy consumption, execution time and 

maximize resource utilization. Most of the researchers 

worked on important performance parameters such as 

makespan and cost, execution time, energy consumption 

and resource utilization. Our objectives on offering novel 

workflow scheduling framework are makespan, cost and 

reliability. 

Firstly, we will make the scheduling algorithms more 

automated and stable by repairing the above defects. In 

addition, we will continue to research preprocessing of the 

dataset. We plan to do some practical analysis on workflow 

scheduling techniques. How AWS load balancing and 

instance scheduler used for our proposed plan and will 

implement it. 
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