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Abstract: Brain Tumor Classification (BTC) in medical image processing is crucial for physicians to make precise diagnoses and treatment 

decisions. Brain tumours are classified as normal or malignant features by employing Magnetic Resonance Imaging (MRI) images. The 

extraction of features from the MRI images is crucial, because it identifies the object based on its color, name, shape, and other 

characteristics. Deep learning methods are currently used in BTC which facing overfitting and vanishing gradient issues. Here, this research 

is evaluated by the Contrast Enhancement – MRI (CE-MRI) dataset to test the efficiency of the model. After collecting the dataset, pre-

processing is done by using min-max normalization which is applied to enhance the quality of the image and the difference between pixel 

values in the model. After pre-processing, Long Short-Term Memory (LSTM) model is used to extract the features. Finally, the 

classification stage is done by using Convolutional Neural Network (CNN) to classify the accurate features from the extracted images. For 

both the extraction and classification stages, optimal weights are updated using Bayesian Weighted (BW) which overcomes the overfitting 

and vanishing gradient problem in the network. The result analysis, clearly shows that the proposed BW-CNN model has 98.83 % accuracy 

which is better than the existing Xception model accuracy which has 98.04 %. 

Keywords: Bayesian Weighted, Brain Tumor Classification, Convolutional Neural Network (Cnn), Feature Extraction, And Long Short-

Term Memory 

1. Introduction 

The abnormal collective behavior of brain cells is one of the 

most frequent causes of brain tumors today, which are 

among the most dreadful disorders. There are two types of 

tumors, one is primary and another one is secondary. 

Primary tumours are considered for tiny portions, while 

secondary tumors are considered for larger portions of the 

brain [1]. Computer-aided diagnosis helps for early-stage 

detection of brain tumors and reduces diagnosis time. The 

early-stage diagnosis of a tumor plays a significant role in 

treatment because it increases the rate of patient survival [2]. 

Image classification and segmentation techniques achieve 

huge importance in various applications such as 

interpreting, extracting features, understanding, and 

analyzing medical images [3]. Various efforts are made to 

develop a robust solution and accurate classification of brain 

tumors. This is a challenging problem due to contrast 

variations, texture, and high inter and intra shape [4]. 

Machine learning techniques with handcrafted features 

retains robust solution for this model. To provide noticeably 

greater performance, deep learning approaches gather 

significant features [5]. But deep learning models took a lot 

of time to classify and locate brain tumours in large datasets 

[6].  

Recently, deep learning techniques provides excellent 

performance in the field of medical analysis and image 

processing. Some of the difficulties in classifying brain 

tumors in MRI are complex brain structure, tissues 

intertwining, and classifying brain tumors due to the brain's 

high density nature [7]. The early detection, classification, 

and analysis of brain tumors are critical for effective 

treatment. Several CAD systems have recently been 

launched in the territory of medical imaging to assist doctors 

and radiologists in diagnosing various kinds of illnesses and 

health conditions. As a result, ML approaches were 

considered to be the basis for taking over categorization and 

mining tasks [8]. Recently, medical data analysis was 

struggling to develop novel approaches for brain tumor 

detection to enhance classification accuracy. As a result, DL 

has gained popularity to create accurate prediction models 

employing large amounts of data such as photos and text [9]. 

Various deep learning techniques such as CNN, and LSTM 

were exploited for MRI classification and have restrictions 

of overfitting issues [10]. The objectives and contributions 

of this research are discussed below: 

1. Initially, the dataset is collected from the CE-MRI 

dataset. Then the pre-processing is done using Min-

Max Normalization to eliminate the noises/errors. 

2. The LSTM is exploited for the feature extraction and 

the CNN model is used for the classification. The 

Bayesian optimization is applied for LSTM and CNN 

models to update the weight value. 

3. The Bayesian Optimization technique is applied to find 

the optimal weight value for the neurons in the CNN 

and LSTM network. The Bayesian weight value is 
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updated in the network to avoid overfitting and 

vanishing gradient problems. 

4. The BW-CNN model has greater efficiency in the BTC 

than conventional techniques due to the efficient 

weight update process.  

The paper is organized as follows: Section 2 presents the 

literature survey, and Section 3 provides an explanation of 

the BW-CNN model. Section 4 explains the finding, and 

Section 5 provides the conclusion of this research work. 

2. Literature Review 

Effective and Early diagnosis of the BTC supports efficient 

to manage the patients and reduces the mortality rate. 

Recent, deep learning-based techniques applied for the BTC 

were studied in this part. 

Kumar et al. [11] developed the ResNet-50 deep network 

model and global average pooling to decrease overfitting 

and vanishing gradient issues. The ResNet-50 model is 

evaluated on the CE-MRI dataset involving 3064 images. 

The ResNet-50 model shows considerable improvement in 

solving the vanishing gradient problem. The ResNet-50 

model has higher accuracy than existing BTC techniques in 

CE-MRI dataset. A Mean Accuracy of 97.08 % is achieved 

for augmented data and 97.48 % is achieved without data 

augmentation. As this model shows augmented results 

create the overfitting problem in the classification.  

Shaik and Cherukuri [12] proposed a multi-level attention 

technique for BTC tasks based on the Xception model. The 

cross-channel attention and spatial information are applied 

in Multi-level Attention Network (MANet) to focus on 

prioritizing tumor regions and maintain temporal 

dependencies of cross-channel in semantic feature sequence 

from the backbone of Xception. The CE-MRI and BraTS 

benchmark datasets were exploited to assess the presence of 

the developed system. The spatial attention and cross-

channel attention block were used to generalize better 

efficiency with less constraints. 

Bodapati et al. [13] established Xception and 

InceptionResNetV2 networks of convolution blocks for 

feature extraction, and a pooling-based technique is 

proposed for vectorizing the features. An attention 

technique was applied to focus on tumor regions and less 

focus on non-tumor regions which helps to differentiate 

tumor types. The two-channel mode allows joining the two 

sets of training and end-to-end manner of tumor image 

representations. The Xception and InceptionResNetV2 were 

evaluated on two datasets such as CE-MRI and BraTS 2018 

datasets in terms of some layers and generalization to fine-

tune deep CNN models. The Xception and 

InceptionResNetV2 model helps to avoid pre-processing 

and data augmentation process. The Xception and 

InceptionResNetV2 model has an overfitting problem and 

degrades the efficiency of the model. 

Alhassan and Zainon [14] applied histogram descriptors to 

describe contour and edge features of the images related to 

other feature descriptors. The normalization technique and 

oriented gradient histogram was applied to increase the 

visual level of MRI images and extract feature vectors from 

normalized images. CNN model was applied with extracted 

features to classify into pituitary, gliomas, and meningiomas 

tumors. The RELU activation function based on the hard 

swish was utilized in CNN to effectively improve 

classification performance and learning speed. The Swish-

RELU model has restrictions of overfitting and vanishing 

gradient issues. 

Dixit and Nanda [15] applied an improved Whale 

Optimization Algorithm (IWOA) in Radial Basis Neural 

Network (RBNN) to increase the accuracy and convergence 

speed. The IWOA-RBNN model was applied for pre-

processing in input MRI images. Fuzzy C Means (FCM) 

clustering has been exploited to find tumor regions in image 

segmentation. The wavelet transforms, entropy, mean, and 

Principal Component Analysis (PCA) was used for feature 

extraction for classification. The IWOA technique has the 

restriction of local trap and RBNN contains an overfitting 

problem. 

3. Proposed Method 

The BW-CNN model is evaluated in CE-MRI dataset to test 

the efficiency in BTC. The normalization process is 

exploited to reduce the difference between the pixel values 

and improve the image quality. The Bayesian optimization 

is applied to update the weight values in the CNN and 

LSTM networks. The LSTM is exploited for feature 

extraction and the CNN model is exploited for 

classification. The block diagram of the proposed model is 

revealed in Fig. 1. 

 

Fig. 1.  Block diagram for the proposed method 
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3.1. Dataset Description 

CE-MRI contains a small number of brain images with a 

sizable slice gap which are normally available in clinical 

settings [16]. But there is difficulty while creating a 3D 

model with limited information. In the CE-MRI dataset, 233 

patients from Nanfang Hospital and Tianjing Medical 

University, China donated 2D slices in the year between 

2005 to 2010. Meningiomas (708 slices), gliomas (1426 

slices), and pituitary tumors (930 slices) are among the 3064 

segments in this dataset's common views (sagittal, coronal, 

and axial). Moreover, this dataset offers 5-fold cross-

validation indices. Using this data, 20% (612 images) of the 

images are used to evaluate performance, and 80% (2452) 

of the images are used for training. The pixels in the images 

are 0.49 × 0.49 𝑚𝑚2 in area, with an in-plane resolution of 

512 × 512. The slice gap is 1 𝑚𝑚, and the slice width is 

6 𝑚𝑚. Three qualified radiologists painstakingly marked 

the tumour border. 

3.2. Pre-processing 

3.2.1. Min-Max Normalization 

Once the data collection is done, the collected images are 

processed to the pre-processing stage for eliminating the 

noises and unnecessary variance from the data. Additional 

techniques, like Min-Max Normalization, are needed to get 

around the limitations of the network paradigm [17]. In the 

pre-processed stage, the image contains a significant value 

in the range of [0, 255]. As a result, the Min-Max 

normalization rule [18] is used to convert the brain images 

into intensity brain images in the [0, 1] range. Additionally, 

the Min Max normalization technique measures the standard 

value in the provided features, which are depicted in (1) and 

(2) using the minimum and maximum values in the given 

features. 

𝑥𝑠𝑡𝑑 =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
                        (1) 

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 = 𝑥𝑠𝑡𝑑 × (𝑚𝑎𝑥 − 𝑚𝑖𝑛) + 𝑚𝑖𝑛      (2) 

Here, the feature range is signified as 𝑚𝑖𝑛, and 𝑚𝑎𝑥. The 

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 is employed as 𝑋 in the network. Once the pre-

processing is done, those data are given as input to the 

feature extraction stage, those details are explained in the 

following sub-section. 

3.3. Feature Extraction 

3.3.1. Long Short-Term Memory 

The LSTM consists of 𝑥𝑡 input data at time 𝑡, ℎ𝑡 cell output, 

𝑐𝑡 cell value memory, and ℎ𝑡−1 is the previous step cell 

output [19, 20]. The LSTM unit procedure is specified in 

(3). 

Equation (3) measures ℎ𝑡  LSTM unit output 

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ (𝑐𝑡)                                  (3) 

Equation (4) measure 𝑜𝑡 output gate using the output gate of 

𝑜𝑡 state value, 𝑏0 bias, and 𝑊0 weight matrix. 

𝑜𝑡 = 𝜎(𝑊0. [ℎ𝑡−1, 𝑥𝑡] + 𝑏0)  (4) 

Equation (5) measures the LSTM state value using 𝑐𝑡−1 last 

state value and 𝑐𝑡 current moment. 

𝑐𝑡 = 𝑓𝑡 × 𝑐𝑡−1 + 𝑖𝑡 × 𝑐𝑡̃  (5) 

Where " × " is the dot product, the input and output gate cell 

state value is controlled by the input and output gate. 

Equation (6) provides forget gate process that controls 

historical data using 𝑊𝑓 weight matrix, 𝑏𝑓 bias, 𝑓𝑡 forget 

gate. 

 

Fig. 2.  LSTM unit cell for feature extraction 

𝑓𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)                                            (6) 

Equation (7) provides the input gate process, input gate 

updates the current input state value of the memory cell 

using 𝑖𝑡 input gate, 𝑊𝑖 weight matrix, 𝜎 sigmoid function, 

and 𝑏𝑖 bias. 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)                              (7) 

Equation (8) provides a candidate memory cell 𝑐𝑡̃ using 𝑏𝑐 

bias, and 𝑊𝑐 weight matrix. 

𝑐𝑡̃ = 𝑡𝑎𝑛ℎ (𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)                      (8) 

CNN model has higher popularity in different domains due 

to learning in image representation. Kernel convolution is 

applied to input data in convolution layers of the CNN 

model to learn from input data. The filter is performed using 

a non-linear activation function, as in (9). 

𝑎𝑖,𝑗 = 𝑓(∑ ∑ 𝑤𝑚,𝑛
𝑁
𝑛=1

𝑀
𝑚=1 . 𝑥𝑖+𝑚,𝑗+𝑛 + 𝑏)                   (9) 

Where 𝑥𝑖+𝑚,𝑗+𝑛 are upper neurons in the neuron (𝑖, 𝑗), 𝑎𝑖,𝑗 

is corresponding activation, 𝑤𝑚,𝑛 is convolution weight 

matrix, 𝑓 is a non-linear function, and 𝑏 is a bias value. 

Rectified Linear Unit (ReLU) is applied in (10) of 

convolution layers that are applied to measure non-linear 

functions and feature maps. 

𝜎(𝑥) = 𝑚𝑎𝑥 (0, 𝑥)  (10) 

The LSTM unit cell for feature extraction is shown in Fig. 

2. 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(4), 674–681 |  677 

3.4. Convolutional Neural Network based Classification 

Deep neural networks are also referred to as Convolutional 

Neural Networks (CNNs) which easily categorize and 

segment the images. The machine that interprets images has 

many hidden intricacies. CNN always provides better 

performance in the area of image processing, detection, 

localization, segmentation, and classification. The model is 

widely used primarily due to the great CNN efficiency in 

image categorization. The CNN model uses a convolutional 

layer with trainable weights and biases that are modeled 

after animal neurons. More convolution kernels are 

provided in the model and more hidden features are applied 

in input samples [21-23]. Two convolution layers are 

applied in the CNN model, 64 convolutional kernels are 

used in feature extraction and 1 × 5 convolution kernel is 

applied in the first convolution layer. The 128 convolution 

kernels are used for deeper feature extraction and 2 sliding 

steps are used for the convolution window. Each 

convolution kernel of 1 × 3 size is applied and 1 step size of 

convolution window is applied in the layer. Max-pooling 

layer is used for two convolutional layers for down-

sampling. Two processes are used to filter noise interference 

and the dominant feature is used to reduce features. 

3.4.1. Convolutional Layer 

The visual cortex's neuronal cells are involved in extracting 

characteristics from pictures in animal brains. Each neural 

cell extracts different characteristics that aid in the 

comprehension of a picture. Convolutional layers are used 

to simulate neuronal cells, and this allows for the extraction 

of properties including gradient direction, texture, colours, 

and edges. In convolutional layers and size, convolutional 

filters or kernels are learning filters is 𝑛 × 𝑚 × 𝑑, where 

image depth is 𝑑. During the forward pass, the Kernels are 

twisted over the input volume's height and width, and Input 

and filter entries are generated using the dot product. CNN 

learns which filters to use for texture, colour, edge, etc. An 

activation function layer is applied using the convolution 

layer's output. 

3.4.2. Activation Function 

Since most of the real-world data is non-linear, Utilizing 

non-linear data transformation's activation functions. This 

guarantees that input space representation is translated to 

various output spaces by requirements. 

This requires real-value number 𝑥 and converting it into a 

range of 0 and 1. Large positive and negative inputs in 

particular are placed near 0 and unity, respectively. This is 

expressed in (11). 

𝑓(𝑥) =
1

1+𝑒−𝑥                                     (11) 

A real value 𝑥 is taken into account on non-linear functions. 

A common non-linear function that takes less time to 

compute and performs better than the ReLU activation 

function. While tan ℎ functions are shown in (12). 

𝑓(𝑥) = 𝑚𝑎𝑥 (0, 𝑥)  (12) 

3.4.3. Pooling Layer 

Many features in the system of activation map provide 

overfitting problems and computational burden. A pooling 

layer of sub-sampling non-linear is performed to reduce 

features in the system. Pooling is carried out translation 

invariance and two pooling methods of average pooling and 

max-pooling are applied. Average pooling uses average 

value and max pooling uses the max value in each pooling 

region. 

3.4.4. Output Layer 

Fully connected layer and softmax classifier in the output 

layer presented in the system. The final layer is utilized to 

extract features from the network. Each node of the fully 

connected layer with upper layer nodes is merged to extract 

features. The CNN framework is revealed in Fig. 3. 

 

Fig. 3.  CNN model for the classification 

3.4.5. Steps for CNN based Classification 

1. In 1st layer, use a convolution filter 

2. Smoothing the convolution filter (also known as 

subsampling) lowers the sharpness of the filter 
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3. The activation layer regulates the transmission of 

signals from one layer to another. 

4. Shorten the duration of the training time by using 

rectified linear units 

5. All the neurons are linked to one another in the 

subsequent layer. 

6. To deliver feedback during training, a loss layer is 

included in the end. 

3.5. Bayesian Weighted Process 

Bayesian optimization is used in solving functions and 

effective technique for computationally expensive 

identifying extrema [24, 25]. This is used to solve closed-

form expressions, and non-convex functions, evaluate hard 

derivatives, and calculate expensively. The optimization 

aim is to discover maximum values at the sampling point of 

unknown function 𝑓, as shown in (13). 

𝑋+ =
𝑎𝑟𝑔𝑚𝑎𝑥

𝑥 ∈ 𝐴
𝑓(𝑥)                 (13) 

Where 𝑥 search space is denoted as 𝐴. Bayes’ theorem is 

used to derive Bayesian optimization i.e., the prior 

probability of 𝑃(𝑀) of multiplied 𝑀 of overserving 𝐸 of 

likelihood 𝑃(𝐸|𝑀) and given evidence data 𝐸, as in (14): 

𝑃(𝑀|𝐸) ∝ 𝑃(𝐸|𝑀)𝑃(𝑀)                           (14) 

Bayesian optimization core idea is given in (14). The 

Bayesian optimization principle is to combine function 𝑓(𝑥) 

prior distribution with information sample to obtain the 

posterior of the function and according to criterion, posterior 

information is used to identify function 𝑓(𝑥). 

4. Results and Discussion 

The Bayesian weight is added to the LSTM and CNN model 

to update the optimal weight in the network. The BW-CNN 

is evaluated with other classifiers in the CE-MRI dataset. 

For processing this analysis, the system required Intel i7 

processor, 64 GB RAM, 22 GB graphics, and Windows 11 

operating system to execute the proposed model. The 

following are the standard classifiers used for the 

comparison, they are SVM, RF, KNN, LSTM and CNN. 

Those classifiers are compared with the proposed BW-CNN 

which is mentioned in Table 1. 

Table 1. Comparison with standard classifiers 

Methods Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

SVM 90.04 88.9 88.88 

RF 90.59 92.52 89.15 

KNN 91.16 93.11 92.31 

LSTM 92.01 93.42 92.73 

CNN 94.35 94.3 92.91 

BW-

CNN 

98.83 98.72 98.81 

Table 2. Deep learning model comparison 

Methods Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

AlexNet 95.6 94.7 93.2 

ResNet 95.8 95.3 94.6 

VGG-16 96.2 95.6 97.3 

BW-

CNN 

98.83 98.72 98.81 

 

The BW-CNN model is evaluated in the CE-MRI dataset 

and related to standard classifiers, as revealed in Fig. 4. The 

BW-CNN has the advantage of updating the weight in the 

network using Bayesian optimization which helps to avoid 

overfitting problems. The optimal weight updates help to 

increase the sensitivity of the classification. The KNN is 

sensitive to outliers, RF has overfitting and SVM contains 

an imbalance data. The BW-CNN model has 98.83 % 

accuracy, and 98.72 % sensitivity, and the CNN model has 

94.35 % accuracy and 94.3 % sensitivity in classification.  

The deep learning models such as VGG-16, ResNet, and 

AlexNet are compared with the BW-CNN model, as shown 

in Table 2 and Fig. 5. The existing deep learning models 

have an overfitting issue which decreases the efficiency. 

The BW-CNN updates the weight values based on Bayesian 

optimization which supports to rise in the performance of 

the system. The BW-CNN has 98.83 % accuracy, and 98.72 

% sensitivity, and the VGG-16 model has 96.2 % accuracy 

and 95.6 % sensitivity. 
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Fig. 4.  Classifier comparison in CE-MRI dataset 

 

Fig. 5.  Deep learning model comparison in CE-MRI dataset 

4.1. Comparative Analysis 

The BW-CNN is evaluated with existing models in Brain 

tumour classification in CE-MRI. 

As seen in Table 3 and Fig. 6, the CE-MRI dataset compares 

the BW-CNN to prior research. When it comes to 

classification, the BW-CNN is more accurate than current 

methods. The previous models suffer from overfitting issues 

that reduce their effectiveness. The BW-CNN comprises the 

advantage of updating the weights of the network which 

helps to avoid overfitting problems. The BW-CNN model 

has 98.83 % accuracy, and the Histogram descriptor [14] has 

98.6 % accuracy in the classification. 

Table 3. BW-CNN comparison with existing technique 

Methods Accuracy (%) 

ResNet-50 [11] 97.48 

MANet [12] 96.51 

Xception [13] 98.04 

Histogram descriptor [14] 98.6 

BW-CNN 98.83 

 

Fig. 6.  The BW-CNN comparison with the existing technique 
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5. Conclusion 

The automatic and efficient BTC technique helps in the 

diagnosis and early treatment of patients. To prevent 

overfitting and vanishing gradient issues, this study suggests 

using the BW-CNN model to modify the weights in the 

CNN framework. The optimal weights are updated using the 

Bayesian optimization method. For feature extraction and 

classification, LSTM and CNN models are employed to 

improve the accuracy. In the CE-MRI dataset, the BW-CNN 

model is assessed and contrasted with other classification 

methods. In terms of classification accuracy and sensitivity, 

the CNN model has achieved 94.35% accuracy and 94.3% 

sensitivity, while the proposed BW-CNN model has 

accomplished 98.83% accuracy and 98.72% sensitivity. The 

comparative analysis of the results indicates that the 

proposed BW-CNN model has higher accuracy (98.83%) 

than the conventional Xception model which has 98.04%. 

In the future, this research will be further extended by 

applying the attention layer to select the relevant features. 
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