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Abstract: It is widely recognized that modern systems can discern the context of an image and enrich it with relevant captions through the 

fusion of computer vision and natural language processing, a technique referred to as 'image caption production.' This article aims to shed 

light on and analyze various image captioning techniques that have evolved over the past few decades, including the Attention Model, 

Region-Level Caption Detection, Semantic Content-Based Models, Multimodal Models, and more.  The evaluation of these techniques 

employs diverse criteria such as Precision Rate, Recall Rate, F1 Score, Accuracy Rate, among others, while employing various datasets 

for comparison. This article offers a comprehensive structural examination of contemporary image captioning methods. Researchers can 

leverage the insights from this analysis to develop innovative, improved approaches that sidestep the shortcomings of older methods while 

retaining their beneficial aspects.  
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1. Introduction 

Image caption production is a process of recognizing the 

image context and annotating the image context with 

relevant captions based on computer-based techniques. In 

this technique, an image is labelled with suitable keywords. 

During the model training, we use lots of datasets which is 

helpful in context labelling. The caption generation from 

images is considered to be a tough, complex, and difficult 

task. The main challenge of this task is to read the different 

objects in the image and to extract a meaningful caption in 

a natural language (like English). Emulating the human 

capacity of giving captions to images by a machine is itself 

an exceptional task along the line of Artificial Intelligence. 

Though the task is significantly harder it would create a 

great impact on visually impaired people to understand the 

content of images. A description not only gathers the 

information about the objects contained in an image but also 

communicates how those objects are related to each other as 

well as the activities they are engaged in. The above 

procedure needs to be implemented in a natural language 

like English, in which a language model is required. 

Traditionally, computer systems have been utilizing pre-

defined formats for creating text descriptions for images. 

However, this method does not give sufficient variety 

required for producing lexically rich text descriptions. 

Along with the evolution of ANN, such disadvantages are 

overcome.  

It is the task of an intelligence system to identify, recognize, 

understand, and detect captions from a digital image. An 

image caption generation model is constituted by the 

discovery of objects from a digital image and revealing their 

connection with a natural language like English. Some of 

the recent works also revealed that an attention-based model 

is also helpful to store the context of an image and 

successful to establish a relationship between clusters and 

silent features of an image. 

Image captioning is used in various cases such as helping a 

visually impaired individual using text to speech by real-

time responses about the surrounding environment through 

a camera, enhancing social media platforms by changing 

captions for images in social feed additionally as messages 

to speech, helping young kids in recognizing objects as well 

as learning the English language. Captions for every image 

on the internet will result in quicker and descriptively 

accurate image searches and indexing. In robotics, the 

information gathered by an agent about the surrounding 

environment can be given a context through natural 

language representation of surroundings through the 

captions for the images in the camera feed. There are few 

real-world applications where this approach can be very 

useful. In the case of Self-driving vehicles, automatic 

driving is the greatest challenge and if we can properly 

caption the scene around the vehicle then it can open a 

brand-new possibility in the self-driving system. We can 

make a product for the blind which will guide them while 

they are walking on the roads without the support of anyone 

else. We can do this by first capturing the surrounding 

environment of the person with the help of a camera feed 
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and converting it into text and then the text to voice. If we 

can generate relevant captions about the scenes captured by 

the CCTV cameras, then whenever a malicious activity goes 

on somewhere it will automatically raise alarms. This might 

probably help reduce some crime and/or accidents. 

Automatic Captioning will help to make a Google Image 

Search pretty much as good as Google Search and then 

every image could be first converted into a caption and so a 

search can be performed based on the caption. 

During the last few decades, various image captioning 

techniques are proposed by researchers. These techniques 

are well appreciated by the scientific societies, but the 

demand of the society is not fulfilled. As a result, to meet 

the demand of society, various Image caption generation 

techniques are evolved. Hence, an organized analysis of the 

recent techniques in this domain is absolutely necessary to 

evolutes their pros and cons and performance. This article 

highlights an analysis of different methodologies 

concerning their applications, algorithms, and merits and 

demerits. The structure of this paper is represented by 

multiple sections. In this paper in section 2, we are 

presenting some of the related works associated with the 

image caption generation from the last decades. We are 

trying to highlight the merits and demerits of various image 

caption methodologies, significant descriptions of different 

image caption generation datasets, and different parameters 

for measuring the performance of various image caption 

methodologies. In section 3, we are trying to highlight some 

generic structures for image captioning by providing their 

definition, algorithms, working principles, and 

architectures. In section 4, we are trying to highlight the 

values received for different parameters for different 

methods as described in section 2. We are presenting all 

these results with the help of several resultant tables to 

analyze which method is superior in terms of a parameter to 

the other. 

2. Literature Review 

In the domain of image caption generation, many techniques 

are proposed over the last few decades. Attentive linear 

transformation [2] [49] performs the linear transformation 

weights containing valuable information without any kind 

of concrete form. High performance is achieved with the 

help of this technique. This model can be applied in visual 

question answering and neural machine translation. While 

the model failed to identify words on the sign in some cases. 

The model failed to segregate intersecting objects in some 

cases. The model failed to calculate the right quantity in 

some cases. The model is failed to identify the gender of a 

person in some cases. A Multimodal Method [7] method 

was proposed which includes RNN [48], LSTM Attention-

Based Method. It is capable of describing an RSICD dataset 

for remote sensing images by considering some special 

characteristics. A huge number of remote sensing images is 

produced in the dataset which is very rare to be found in any 

remote sensing device. Calculations of performance based 

on popular remote sensing methods are conducted for larger 

analysis. But prepared dataset used by this method can be 

enhanced whereas some sentences are produced by 

overwriting the previous sentences from the remote sensing 

images and no novel image caption generation model is 

introduced. A Topic oriented model [9] gives satisfactory 

results w.r.t. considered MSCOCO dataset, while the quality 

of the caption is very high. But the result of this method 

w.r.t. the other dataset is not produced. 

The Multitask Learning Algorithm for Cross-Domain Image 

Captioning [12] gives high performance but fails to 

distinguish images with visual symmetry. It provides a low-

performance score for random samples. The Context 

Sequence Memory Network (CSMN) [3] model suggested 

that the multiple types of context information can be stored 

from the image. The algorithm is useful to store long-term 

information and context understanding. It failed to include 

various types of metadata. There is a scope of post 

commenting. The method does not apply to all social media. 

The Unsupervised Cross-Media Alignment [1] model can 

perform alignment of phases, and word text conversion, and 

supports multiple languages. But it suffers from a lack of 

accuracy. Stack-VS [13] is a stack decoder-based model that 

generates visual and semantic level caption, and fine-

grained caption. It is observed that a reasonable caption is 

not generated through this method. The model may include 

a graph convolutional model for better 

performance.Multimodal attribute detector and subsequent 

attribute predictor [14] model is capable of dynamic 

attribute prediction, and precise caption generation. But the 

model failed to produce relational attributes.The Visual 

Attention Model [15] is a cross-lingual model, which is an 

independent recurrent structure. It is capable of performing 

feature and semantic similarity analysis. But failed to 

produce language-specific tasks and suffers from 

information loss.The multi-level policy and reward RL 

framework [10] model is capable to perform word and 

sentence level caption generation, vision-language, and 

language-language reward. We need to train the policy 

network to generate the output.The spatio temporal memory 

attention [16] model produces a strong temporal connection 

between attention and good performance. It is used to learn 

the Spatio-temporal relationship of attended areas. It is 

observed that it is not a generic model. The global-local 

discriminative objective [17] model enhances 

discriminability. It is capable of productive image caption 

generation and fine-grained caption generation. In this 

method, the local discriminative threshold value may not be 

adjusted. Its discriminative objective overwrites frequently 

used words. Visual Semantic Attention Model (VSAM) [20] 

visual keyword concept generates precise and valuable 

captions and it is effective for visual keyword extraction. 
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It is found that it is not a fully developed image caption 

framework and the precision rate can be improved. 

Adversarial reinforced report-generation framework [21] is 

a novel XRay caption generation framework that is not 

capable of removing noise from the X-Ray images. 

Bidirectional depth residuals gated recurrent unit network 

[22] gives a high prediction rate, and low inference time. 

But it suffers from poor model stability. Noise Augmented 

Double-stream Graph Convolutional Networks (NADGCN) 

[18] model is capable of extracting full image context. It is 

also capable to extract context from the background. It has 

a low vernal ability. It suffers from architectural 

complexity.NICVATP2L [19] model produces low 

accuracy in language generation and shows low diversity in 

multiattribute entities. But it is capable of generating 

descriptive and informative captions. Semantic-Constrained 

Self-learning (SCS) [23] model is capable of effective 

semantic object detection and produces state-of-the-art 

unpaired captioning. But it is expensive and requires a 

complex experimental setup. Context-Aware Visual Policy 

network (CAVP) [11] model is capable of efficient sentence 

captioning and produces improved paragraph captioning. 

But there is a scope for improvement in sentence and 

paragraph captioning, performance matrices can be 

improved, and there is a scope to improve sequential 

decision-making operations. Task-Adaptive Attention 

module [4] is a non-visual features extraction technique, and 

expression to caption conversion. There is a scope for 

performance improvement. The method may apply to 

attention-based encoder-decoder image captioning. 

Context-Driven Extractive Method [8] is capable of 

performing a good estimation of the context from multiple 

sources, but it is not an effective way of finding annotation. 

Visual-Semantic Alignment [5] is capable of generating a 

description using one input array, but it has a significant 

drawback to produce region-level captions. Gradual 

Transition and Scope-Caption Detection [6] is a 

computationally efficient robust methodology. The authors 

failed to produce the application of this method on a large 

size dataset. An Attention Mechanism [24] is proposed to 

generate and control image captions. But the method suffers 

from a lack of resultant table and requires lots of 

performance metrics to determine the original result.  

2.1. Datasets 

2.1.1. MS-COCO 

This dataset is [37] developed by Microsoft Corporation for 

the detection of a large-scale object, for the segmentation of 

objects, and to perform image caption. The dataset has a 

feature for object segmentation with detailed instance 

annotations. The dataset has other features such as 

superpixel stuff segmentation. It contains over 330000 

labeled images. It contains 1.5M object instances and 

contains 5 captions per image. Multiple methods have used 

this dataset for their parametric calculations. 

2.1.2. Flickr 

The Flickr dataset [38] is a large dataset that contains over 

31,000 images. Multiple methods have used this dataset for 

their parametric calculations. 

2.1.3. The Remote Sensing Image Captioning Dataset 

(RSICD) 

This dataset [39] is capable of producing image captions 

from over 10k remote sensing images. Images in this dataset 

are collected from various sources like Google Earth. The 

size of each image is 224 pixels x 224 pixels. All the images 

present in this dataset may vary. An image in this dataset is 

capable of producing descriptions of 5 sentences. 

2.1.4. Oxford 102 

It is a flower dataset [40]. This dataset is majorly used for 

image classification. There are 102 categories of flower 

images in this dataset. The flower used in this dataset is 

collected from different parts of Europe. Every class of 

flowers contains a minimum of 40 images and a maximum 

of 258 images. 

2.1.5. InstaPIC-1.1M 

This is a publicly available Kaggle dataset [3]. 

2.1.6. YFCC100M 

It is an image and video dataset [41] with a 100 million 

capacity. 

2.1.7. Stanford Image Paragraph Captioning 

It is generated from another dataset [42] which is known as 

the Visual Genome dataset. This is a large dataset that 

contains approximately 20,000 images. The images in this 

dataset are labeled with their corresponding paragraphs. It is 

useful for captioning a paragraph. 

2.1.8. IU X-Ray 

IU X-Ray is an open access chest X-ray dataset [43] from 

Indiana University. There is a total of 7466 images in this 

dataset. 

2.1.9. MIMIC-CXR 

It is a large public dataset [44]. It contains radiology images 

(CT/MRI) of the chest. All the images are in DICOM 

format. The images are completely free of text associated 

with radiological reports. It holds about 377,110 images 

from which 227,835 images are collected from various 

radiographic studies. The dataset is collected from the 

studies, performed at the Beth Israel Deaconess Medical 

Center in Boston, MA. 

2.1.10. IVKD 

IVKD is an image Visual Keyword dataset [20]. In the 
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context of image caption analysis, it is observed that it is 

used to generate multiple captions. 

2.1.11. Chinese Image Caption (AIC-ICC) 

This dataset [19] is used for the generation of Chinese image 

captions. It is considered to be the largest dataset for 

generating the Chinese image caption. 

2.1.12. Labeled Faces in the Wild (LFW) 

This dataset [45] is used for unconstrained face recognition. 

There are over 13K images present in this dataset form and 

more than 5K people's faces are detected using the Viola-

Jones face detector. 

2.1.13. News image dataset 

This is a custom dataset [8] prepared from news broadcast 

videos. It is a private dataset. 

2.1.14. Sports video dataset 

This is a custom dataset [6] prepared from sports broadcast 

videos. It is a private dataset. 

2.2. Performance Metrics 

It is very important to measure the performance or accuracy 

of the image caption generation procedure after its 

completion. Most of the image captioning methods use 

BELU, METEOR, ROUGE, CIDER, and SPICE 

parameters to measure the performance of the image 

captioning. But some of the methods [1][6][8][14][21]are 

used to recall, precision, accuracy score, and F1 score to 

calculate the performance. It has been observed that some 

of the methods [25] measure their performances using cross-

entropy. Some of the existing methodologies [3] introduce 

Plausibility, Grammaticality, and Relevance to measure the 

performances. These metrics can be calculated using some 

predetermined method. In the next section of this article 

different parameters are analyzed. 

2.2.1. BLEU 

The BLEU [26] stands for Best Linear Unbiased Estimator. 

In this parameter, the word best stands for minimum 

variance. The parameter can be calculated using the 

following equations. 

β ← {
1

ε
1−

θ

μ

ifμ>θ
ifμ≤θ

                                                                           

(1) 

Where, 

β ← The brevity penalty 

μ ←The length of the candidate translation 

θ ←The effective reference corpus length 

ε ← Theresiduals 

B ← β. exp(∑ ωi
K
i=1 logρi)                                                        

(2) 

Where, 

β ← The brevity penalty 

exp ← The exponential 

ρi ←The i-gram precisions 

ωi ← Theithpositiveweight 

i← ithgram 

K ← Kth gram 

B ← BLEUParameter 

2.2.2. METEOR 

The METEOR [27] metric is used to overcome the 

drawbacks of the BLEU metric. The metric is calculated in 

the following way: 

fα ←
10𝑟𝑝

𝑟+9𝑝
                                                                                (3) 

Where, 

fα ← The functional mean 

r ← The unigram recall 

P ←  unigram precision 

r + 9p ←  The harmonic-mean 

If, 

c ←  No of possible chunks 

n ←  No of the unigrams matched 

P ← Penalty 

Then, P can be calculated as a 

P P ← 0.5 ∗ (
𝑐

𝑛
)                                                                           (4) 

With the help of the functional mean (fα) and penalty (P) we 

can calculate the METEOR Score (MScore) for the given 

alignment. 

MScore ← fα*(1−P)                                                                       (5)                                                                          

2.2.3. Rouge 

This parameter [28] is used to calculate text summaries. 

This parameter can be calculated as rouge − i, rouge −

land rouge − s. rouge − i is a parameter that is denoted by 

i-gram recall between the reference and the candidate. 

rouge − i is calculated as follows: 

rouge − i ←
∑ ∑ Cm(gi)gi∈ε

.
ε∈{Ref Summaries}

∑ ∑ C(gi)gi∈ε
.
ε∈{Ref Summaries}

                                  (6) 

Where, 

rouge − n ← Rouge parameter for n − gram recall 
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i ←the length of the i-gram 

gi ← ith gram 

Cm(gi) ← max no of i

− grams in the candiadte summaries 

ε ← The ref summaries set 

rouge − lis a parameter that is denoted by LCS-based data. 

rouge − l is calculated as follows: 

rouge − l(c, r) ← (1 + δ2)rlcs(c, r)plcs(c, r)rlcs(c, r) +

δ2plcs(c, r)                                                                                  (7) 

Where, 

δ ← the relative importance of the precision and recall 

rouge − l(c, r) ← the Metric between a candidate 

document and a single reference document 

c ←a candidate document 

r ← a single reference document 

rlcs(c, r)← the recall score of the set of longest common 

subsequences in the candidate document c and the reference 

document r. 

plcs(c, r)← the precision score of the set of longest common 

subsequence in the candidate document c and the reference 

document r. 

rouge − s is a parameter that is denoted by i-gram with 

skips.rouge − s is calculated as follows: 

rouge − s(c, r) ←
(1+δ2)rs(c,r)ps(c,r)

rs(c,r) + (δ2)ps(c,r)
                                          (8) 

Where, 

δ ← The relative importance of the precision and recall 

rouge − s(c, r) ← the Metric for an F-score measure 

between a candidate document and a single reference 

document 

c ←a candidate document 

r ← a single reference document 

rs(c, r)← the recall score of the set of skip-bigram in the 

candidate document c and the reference document r. 

ps(c, r)← the precision score of the set of skip-bigram in the 

candidate document c and the reference document r. 

2.2.4. Cider 

This parameter [30] can be calculated using the following 

formula: 

cider − param(cm, Sm)  ←
1

k
 ∑𝑛

fl(cm).fl(smn)

||fl(cm)||.||fl(smn)||
                  

(9) 

Where, 

cider − param(cm, Sm)  ←A score for l-grams of length l is 

computed using the average cosine similarity between the 

candidate sentence and the reference sentences. 

f l(cm), f l(smn) ←are vectors. 

||f l(cm)||, ||f l(smn)| ←the magnitude of the vectors 

2.2.5. Spice 

This parameter [29] can be calculated using the following 

formulas: 

p(c, R) ← t(c)θt(R)/t(c)                                                             (10) 

r(c, R) ← t(c)θt(R)/t(R)                                                             (11) 

spice − param(c, R)  ←  2 ∗ p(c, R) ∗ r(c, R) 

/p(c, R) ∗ r(c, R)                                                                          (12)  

Where, 

c←the caption for a candidate 

R←A reference caption set 

t←the caption to the tuple mapping function 

spice − param(c, R) ← The spice parameter with argument 

c and R 

2.2.6. Precision Rate 

It can be calculated [31] as follows: 

precision−rate ← tp/tp + fp                                              (13) 

Where, 

tp←the no of true positive samples 

fp← the no of false-positive samples 

2.2.7. Recall Rate 

It can be calculated [31] as follows: 

recall − rate ← tp/tp + fn                                                (14) 

Where, 

tp←the no of true positive samples 

fn← the no of false-negative samples 

 

2.2.8. F1 Score 

It can be calculated [31] as follows: 

f1 − score ← 2 ∗ (p ∗ r)/p + r                                          (15) 

Where, 

p←the precision rate 

r← the recall rate 

2.2.9. Accuracy Score 

It can be calculated [31] as follows: 
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accuracy − score ←  total no of correct prediction/

total no of prediction                                                        (16) 

2.2.10. Cross Entropy Loss 

It can be calculated [32] as follows: 

h(α, β) ← ∑ α(i) ∗ log(β(i)).
i∈I                                           (17) 

Where, 

h(α, β) ←the cross-entropy loss of the probabilities of the 

events from α and β 

α(i) ← α (i) is the probability of the event i in α 

β(i)←the probability of event i in β 

The log is the base-2 logarithm. 

2.2.11. Plausibility 

It can be calculated [33] as follows: 

(18) 

Where, 

pl() ←the plausibility function. 

β() ← the belief function 

α ←A subset α of a finite set X 

α̅ ← complement of α 

2.2.12. Relevance Score 

The relevance score [34] is very important to calculate the 

image caption generation. The relevance in any dimension 

is a process by which a system can search for a keyword in 

the entire collection of written texts and assign the relative 

scores to those results having a successful match with the 

searched keywords. This relevance score is constituted 

based on a set of criteria. Some of the criteria are as follows: 

• No occurrences of the keyword matching event in 

the entire text 

• Is the keyword is found in the title of the entire text 

• Is the keyword is found in the abstract of the entire 

text 

• Is the keyword is found in the title and abstract of 

the entire text 

The relevance score is a value. If the relevance score is high 

then it indicates that the searched keyword is more relevant 

to the result. 

In the next section, Table. 1 Comparative Table - I is 

displayed which shows different methodologies suggested 

by different papers, the dataset used in these papers, and 

parameters to calculate the performance. 

 

 

Fig. 1.  Shows an image caption generation process. 

3. Generic Structures for Image Captioning 

In this section, we are explaining a generic structure of an 

image captioning method, after analyzing multiple methods 

displayed in the Comparative Table – I, which will be 

helpful to identify image captions with high accuracy. 

3.1. Generic Model-I 

It is an encoding and decoding framework for translating 

into a machine. This model is considered to be a generic 

model developed by Microsoft Corporation. In this 

architecture [25][35] four basic components are used. First, 

the feature extraction of an image is processed by a deep 

ResNet model [47]. Secondly, an image caption ranking and 

candidate generation language model is used. Third, entity 

recognition is used for the detection of celebrities and 

landmarks. The entity recognition detects if the image is of 

some celebrity or landmark. And fourth, the confidence 

score is estimated using a classifier. The confidence score is 

helpful to calculate the dependency of the captions. Figure 

1 shows the image caption generation generic model I. 

3.1.1. Procedure for Generic Model-I 

In this section, the procedure for the Generic Model-I is 

explained. The procedure is constituted by the following 

steps. 

Step 1: Insert an image into the system. 

Step 2: The input image is transmitted to Convolutional    

Networks and its output is transmitted to the next level. 

Step 3: The next level is constituted by a visual component 

extractor, celebrity information extractor, landmark 

information extractor, and feature vector extractor. This 

feature extraction model is processed by a deep ResNet 

model.  

Step 4: Output of the visual component extractor, celebrity 

information extractor, and landmark information extractor 

is inserted into the language-based model. 

Step 5: The output of the feature vector extractor is inserted 

into a Deep Multimodal Similarity Model (DMSM). 
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Step 6: Output of the language-based model and the DMSM 

model is inserted into the Confidence Generation Model.  

Step 7: Output of the Confidence Generation Model gives 

the output caption. 

Figure 2 shows the architecture of the image caption 

generation Generic Model-I. 

 

Fig. 3.  Generic Model - I for image caption generation 

3.2. Generic Model-II 

This generic architecture [25][36], uses multiple Long 

Short-Term Memory (LSTM) modules. This model is 

considered to be a generic model developed by Google. This 

is an encoding and decoding model. In this model, the 

encoding operation is controlled by CNN. The image 

features are extracted using the last layer of the CNN [46]. 

The image description is generated using the decoding 

operation. The decoding operation is done by an LSTM 

model. The procedure of this generic model is explained 

below. 

3.2.1. Procedure for Generic Model-II 

In this section, the procedure for the Generic Model-II is 

explained. The procedure is constituted by the following 

steps: 

Step 1: A feature vector of an image P is included only one 

time in the sequence of LSTM at an interval of -1. 

Step 2: From time interval t = 0 to rest the whole word 

vector sequence is considered as input. 

Step 3: The maximum probability of a step is calculated 

using an activation function that lies in the hidden state. 

Step 4: The Beam Search technique is used for correct 

image caption prediction. At every time step t, it considers 

m no of sentences as best for a candidate prediction. For 

each time step t+1, the most probable words of m are 

considered along with m no of words and sentences. It 

generates m² no of probable sentences. At time step t+1, m 

best probable sentences are selected from the result.  

Step 5: The final output word is generated.  The equation 

responsible for generating the final output is calculated as 

follows:  

𝛼−1 ← 𝑐𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛(𝜌)                                                         (19) 

𝛼𝑡 ← 𝜔𝜀𝜃𝑡,𝑡 ∈ {0,1,2, 3, … , 𝑁 − 1}                                       (20) 

𝛽𝑡+1 ← 𝑙𝑠𝑡𝑚(𝛼𝑡), 𝑡 ∈ {0,1,2, 3, … , 𝑁 − 1}                            

(21) 

 

Where, 

𝑐𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛(𝜌) ←A convolution function  

𝜌 ← A feature vector of an image 

𝑡 ∈ {0,1,2, 3, … , 𝑁 − 1} ← Every time step 

lstm ()← A Long Short-Term Memory function 

 

Fig. 3.  Generic Model - II for image caption generation 

4. Result and Discussion 

This section represents a comparative study of various 

existing techniques based on different performance metrics 

as discussed in section 2.2. In this section first, multiple 

resultant tables are displayed which illustrate various 

existing methodologies proposed in the last few decades. 

The performances of these methodologies are calculated by 

various metrics such as BELU-1, BELU-2, BELU-3, 

BELU-4, METEOR, ROUGE, CIDER, and SPICE or their 

performances are calculated using Precession Rate, Recall 

Rate, F1 Score, and Accuracy Score. All the performances 

are calculated based on the MS-COCO datasets. After 

representing the performance value based on the above-

mentioned parameters this section also highlights various 

graphs, plotted based on each parameter separately. Finally, 

different outputs in the form of images are projected 

together which are received after applying various existing 

techniques as mentioned earlier. 

Resultant Table 1 highlights parameters such as BLEU-1, 

BELU-2, BELU-3, BELU-4, METEOR, ROUGE, CIDER, 

and SPICE to measure the performance of different existing 

methods. From the Resultant Table I it is clear that 

Multimodal Attribute Detector and Subsequent Attribute 

Predictor (MADASAP) [14] give the best performance in 
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terms of BELU-1, BELU-2, BELU-3, BELU-4, ROUGE, 

CIDER, and SPICE parameters, whereas it is observed that 

NICVATP2L [19] method overpowered rest of the method 

in terms of METEOR metric value. All results are calculated 

concerning the MS-COCO standard dataset and the process 

of normalization, balancing, and standardization are 

conducted on the dataset before the application of the 

dataset. 

Resultant Table 2 highlights parameters such as Precession 

Rate, Recall Rate, F1 Score, and Accuracy Score to measure 

the performance of different existing methods whose 

performance cannot be measured using the parameters 

mentioned earlier in the Resultant Table 1. From the 

Resultant Table 2, it is clear that Gradual Transition and 

Scope-Caption Detection [6] give the best Precession Rate, 

Recall Rate, and Accuracy Rate whereas Unsupervised 

Cross-Media Alignment [1] gives the best F1 Score in 

comparison with other methods. We have calculated our 

results are calculated concerning the MS-COCO standard 

dataset and the process of normalization, balancing, and 

standardization are conducted on the dataset before the 

application of the dataset. 

The hyphen symbol in the Resultant Table 1 and 2 indicates 

that the said parameter is not computed for the indicated 

method. Resultant Table II represents some of the methods 

which are non-computable for the parameters like BLEU, 

METEOR, ROUGE, CIDER, and SPICE. Resultant Table 1 

represent some of the methods which are non-computable 

for the parameters like Precession Rate, Recall Rate, F1 

Score, and Accuracy Score. 

Figure 4 represents Graph-I for BLEU parameters [26]. 

Graph – I is projected to indicate different values of BELU 

parameters BELU-1, BELU-2, BELU-3, and BELU-4 – all 

these parameters are projected in a single graph. Their line 

of representation is highlighted in the graph with different 

color labels. The X-axis of the graph represents different 

image captioning techniques as discussed in the Resultant 

Table I. The Y-axis of the graph represents different BLEU 

parameter values. From this graph it can be concluded that 

the BELU-1, BELU-2, BELU-3, and BELU-4 parameters 

can give their highest values for MADASAP [14] 

techniques whereas MULTIMODAL [7] gives their lowest 

values for BLEU-1, BELU-2, BELU-3, and RGF [21] 

method gives the lowest value for BELU-4 respectively. 

 

Fig. 4. Shows the Graph-I 

Figure 5 represents Graph-II for METEOR [27] parameter 

representation. The X-axis of the graph represents different 

image captioning techniques as discussed in the Resultant 

Table I. The Y-axis of the graph represents different 

METEOR parameter values. From this graph, it can be 

concluded that the METEOR parameter can give its highest 

values for NICVATP2L [19] techniques whereas the 

ROUGE parameter gives its lowest value for VSA [5] 

method. 

 

Fig. 5. Shows the Graph-II 

Figure 6 represents Graph-III for ROUGE parameter 

representation. The X-axis of the graph represents different 

image captioning techniques as discussed in the Resultant 

Table I. The Y-axis of the graph represents different 

ROUGE parameter values. From this graph, it can be 

concluded that the ROUGE parameter can give its highest 

values for MADASAP [14] techniques whereas the ROUGE 

parameter gives its lowest value for ARRGF [21] method. 
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Fig. 6. Shows the Graph-III 

Figure 7 represents Graph-IV for the CIDER parameter 

[30] representation. The X-axis of the graph represents 

different image captioning techniques as discussed in the 

Resultant Table I. The Y-axis of the graph represents 

different CIDER parameter values. From this graph, it can 

be concluded that the CIDER parameter can give its highest 

values for MADASAP [14] techniques whereas the CIDER 

parameter gives its lowest value for ARRGF [21] method. 

 

Fig. 7. Shows the Graph-IV 

Figure 8 represents Graph-V for the SPICE parameter [29] 

representation. The X-axis of the graph represents different 

image captioning techniques as discussed in the Resultant 

Table I. The Y-axis of the graph represents different SPICE 

parameter values. From this graph, it can be concluded that 

the SPICE parameter [29] can give its highest values for 

MADASAP [14] techniques whereas the SPICE parameter 

gives its lowest value for BDRGRUN [22] method. 

 

 

Fig. 8. Shows the Graph-V 

Figure 9 represents Graph-VI for Precession Rate, Recall 

Rate, F1 Score, and Accuracy Score parameters [31] 

representation. The X-axis of the graph represents different 

image captioning techniques as discussed in the Resultant 

Table II. The Y-axis of the graph represents different 

parameter values. From this graph, it can be concluded that 

the Precession Rate parameter can give its highest values for 

GTSCD [6] techniques whereas the Precession Rate 

parameter gives its lowest value for CDEM [8] method. It 

can be also concluded that the Recall Rate parameter can 

give its highest values for GTSCD [6] techniques whereas 

the Recall Rate parameter gives its lowest value for CDEM 

[8] method. 

 

 

Fig. 9. Shows the Graph-VI 

It can be also concluded from the Graph-VI that the F1 

Score parameter can give its highest values for UCMA [1] 

techniques whereas the F1 Score parameter gives its lowest 

value for MADSAP [14] method. It can be also concluded 

from the Graph-VI that the Accuracy Score parameter can 

give its highest values for GTSCD [6] techniques whereas 
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the Accuracy Score parameter gives its lowest value for 

UCMA [1] method. The hyphen symbol in the Resultant 

Table I and II indicates that the said parameter is not 

computed for the indicated method. Resultant Table II 

represents some of the methods which are non-computed for 

the parameters like BLEU, METEOR, ROUGE, CIDER, 

and SPICE. Resultant-Table-I represents some of the 

methods which are non-computed for the parameters like 

Precession Rate, Recall Rate, F1 Score, and Accuracy 

Score. 

Figure 10 and Figure 11 represent different images along 

with their captions from the dataset. These images are 

considered to be the output of the techniques as discussed in 

the Resultant Table I and Resultant Table II. 

In Figure 10 different methods from the Resultant Table I 

have displayed, along with the resultant caption, and the 

method name for which it is generated. In Figure 10 and 

Figure 11 different methods from the Resultant Table I and 

Resultant Table II are displayed, along with the resultant 

caption, and the method name for which it is generated. 

5. Conclusion 

This article analyzes different image captioning techniques 

implemented over the last decade. First, different 

methodologies are analyzed concerning their applications, 

algorithms, merits, and demerits. Then these methods are 

compared concerning the usage of various datasets, and 

different parameters to measure their performance. At last, 

their results in terms of different parameters are analyzed. 

This article is capable of providing a complete structural 

analysis of various image captioning techniques in recent 

years. The progress of image caption generation in the last 

few decades becomes absolutely clear to any researchers if 

the whole article is studied properly. In the future, this 

analytical study will help the researchers to produce a robust 

technique that may help to overcome all the flaws of the 

existing techniques and helps to inherit all the features of 

them. 
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Table. 1 Comparative Table - I 

Year Author(s) Main Methodology Dataset used Parameter used to calculate performance 

2010 Phi The Pham Unsupervised Cross-Media Alignment 

Labeled Faces in 

TheWild 

Recall, Precision, F1-Score 

2015 Senmao Ye Attentive Linear Transformation MS-COCO, Flickr 

BELU-1, BELU-2, BELU-3, BELU-4, 

METEOR, ROUGE CIDER 

2015 

Cesc Chunseong 

Park 

Context Sequence Memory Network (CSMN) 

InstaPIC-1.1M, 

YFCC100M 

BELU-1, BELU-2, BELU-3, BELU-4, METEOR, 

ROUGE CIDER, F1 score, Plausibility, Relevance 

2015 Chenggang Yan Task-Adaptive Attention Module MS-COCO 

BELU-1, BELU-2, BELU-3, BELU-4, METEOR, 

ROUGE CIDER 

2015 Andrej Karpathy Visual-Semantic Alignment Flickr, and MS-COCO 

BELU-1, BELU-2, BELU-3, BELU-4, METEOR, 

ROUGE CIDER 

2016 Ali Javed Gradual Transition and Scope-Caption Detection Sports video dataset Accuracy Rate 

2017 Xiaoqiang Lu 

Multimodal Method 

 

RSICD 

BELU-1, BELU-2, BELU-3, BELU-4, METEOR, 

ROUGE CIDER 

2017 Amara Tariq Context-Driven Extractive Method news image dataset Mean Precision, Mean Recall 

2018 Niange Yu Topic Oriented Model MS-COCO, Flickr 

BELU-1, BELU-2, BELU-3, BELU-4, METEOR, 

ROUGE CIDER 

2018 

 

Ning Xu 

Multi-Level Policy and Reward RL Framework Flickr, MS-COCO BELU,  METEOR,  ROUGE CIDER 

2019 

 

Zheng-Jun Zha 

Context-Aware Visual Policy Network (CAVP) 

MS-COCO, Stanford 

image paragraph 

captioning dataset 

BELU-1, BELU-2, BELU-3, BELU-4, METEOR, 

ROUGE CIDER 

2020 Min Yang 

Multitask Learning Algorithm for cross-Domain 

Image Captioning (MLADIC) 

MS-COCO, Flickr, 

Oxford-102 

BELU-1, BELU-2, BELU-3, BELU-4, METEOR, 

ROUGE CIDER 

2020 Yiqing Huang 

Multimodal Attribute Detector and 

Subsequent 

Attribute Predictor 

MS-COCO 

BELU-1, BELU-2, BELU-3, BELU-4, 

METEOR, ROUGE CIDER 

2020 Bin Wang Visual Attention Model Flickr 
BELU-1, BELU-2, BELU-3, BELU-4, 

METEOR, ROUGE CIDER 

2021 Suya Zhang Visual Semantic Attention Model (VSAM) IVKD Precision, Recall 

2021` Daibing Hou 
Adversarial Reinforced Report-Generation 

Framework 

IU X-Ray, MIMIC-

CXR 

BELU-1, BELU-2, BELU-3, BELU-4, 

METEOR, ROUGE CIDER 

2021 Huixia Ben Semantic-Constrained Self-learning (SCS) 

images from Flickr and 

captions from MS-

COCO 

BELU-1, BELU-2, BELU-3, BELU-4, 

METEOR, ROUGE CIDER 
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Table. 2. Resultant Table I 

Method BELU-1 BELU-2 BELU-3 BELU-4 METEOR ROUGE CIDER 
SPIC

E 

ALT [2] 75.10 59.00 45.70 35.50 27.40 55.90 110.70 20.30 

CSMN [3] 57.10 60.80 42.90 21.30 26.40 57.70 121.40 - 

TAAM [4] 79.00 64.10 49.70 37.80 27.50 57.60 116.20 - 

VSA [5] 62.50 45.00 32.10 23.00 19.50 - 66.00 - 

MULTIMODAL[7] 50.03 31.95 23.19 17.77 20.46 43.33 118.01 - 

CDEM [8] - - - - 25.30 - - - 

TOM[9] 74.00 56.70 43.40 31.40 25.50 53.40 98.30 _ 

MLPN [10] 80.20 63.30 48.10 35.70 27.10 57.00 114.10 - 

CAVP [11] 80.10 64.70 50.00 37.90 28.10 58.20 121.60 - 

MLADIC[12] 79.40 63.10 48.20 36.10 28.10 57.50 119.60 - 

STACK-VS [13] 79.00 63.40 48.90 37.20 27.80 57.50 118.90 - 

MADASAP [14] 80.50 65.10 50.40 38.60 28.70 58.50 128.80 22.20 

VAM [15] 73.10 55.90 43.40 32.80 25.49 - 95.10 - 

STMA [16] 80.30 64.60 49.80 37.70 28.30 58.10 123.10 - 

GLDO [17] - - - 36.30 27.20 27.80 121.10 21.60 

NADGCN [18] 77.00 64.00 49.20 36.10 27.80 57.00 116.10 21.30 

NICVATP2L [19] 67.10 46.80 34.40 23.50 30.30 52.10 66.90 - 

ARRGF [21] - - - 14.80 25.30 32.90 40.20 - 

BDRGRUN [22] 63.10 44.30 30.10 20.70 20.30 46.20 65.70 13.10 

SCS [23] 67.10 47.90 33.40 22.10 20.90 47.30 72.20 13.70 

 

Table. 3. Resultant Table II 

Method Precession Rate Recall Rate F1 Score Accuracy Score 

UCMA [1] 76.12 77.21 72.33 77.00 

GTSCD [6] 98.80 95.70 - 96.78 

CDEM [8] 49.00 19.00 - - 

MADSAP [14] - - 44.80 - 

VSAM [20] 91.70 89.02 - - 
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Fig. 10. Shows the generated captions from Resultant Table I 

 

Fig. 11. Shows the generated captions from Resultant Table I and Resultant Table II 

 

 


