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Abstract: The management of diet is a pivotal factor in the maintenance of ideal blood glucose levels in individuals diagnosed with 

diabetes. Precisely evaluating the nutritional value of meals, encompassing caloric intake, can pose a formidable challenge. The present 

research suggests the creation and implementation of a multimodal deep learning framework aimed at approximating the nutritional 

composition of meals through the integration of image and textual information. The proposed system aims to combine convolutional neural 

networks (CNN) for image analysis with recurrent neural networks (RNN) or transformer models for text analysis. This integration is 

intended to exploit the complementary nature of visual and textual meal data, resulting in more precise estimates. The system is trained 

using a significant dataset consisting of images of meals, their corresponding textual descriptions, and related nutritional data. This dataset 

forms the foundation for the system’s development. The model’s predictive accuracy is evaluated through a rigorous assessment on unseen 

data, utilizing appropriate regression metrics such as Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE). In addition, we 

have created a proof-of-concept software application to showcase the practicality of the model in real-world scenarios. The objective of 

this application is to simplify the process of nutritional monitoring for individuals who have diabetes. The results of this study have the 

potential to revolutionize dietary management strategies in the context of diabetes care, as they provide a comprehensive and user-friendly 

nutritional analysis tool. Prospective areas of research encompass enhancing the precision of the model, expanding its scope of food items, 

and amalgamating it with other healthcare frameworks to achieve a comprehensive approach towards the management of diabetes. . 

Index Terms—Multimodal Deep Learning, Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), Transformers, 

Nutritional Analysis, Diabetes Management, Calorie Estimation, Dietary Monitoring, Regression Metrics, Healthcare Systems Integration, 

Machine Learning, Artificial Intelligence, Textual Analysis, Image Analysis, Diet Management. 

1. Introduction 

The field of artificial intelligence has experienced 

significant growth, leading to the development of innovative 

data analysis methods that have found applications in 

various fields. The healthcare sector has particularly 

benefited from these advanced techniques. In recent times, 

no table advancements have been made in the management 

of chronic illnesses, with a particular focus on diabetes. 

These innovations have primarily cantered around dietary 

management and nutritional analysis, as evidenced by 

various sources [1,2] The proficient management of 

diabetes necessitates the systematic monitoring and 

regulation of blood glucose levels, which is significantly 

impacted by the dietary patterns of the patient [3]. 

Accurately determining caloric intake and other nutritional 

parameters holds significant significance. Accurately 

estimating the nutritional content of meals is a common 

challenge faced by individuals, which necessitates the 

development of more efficient and reliable methods [4]. The 

utilization of machine learning, particularly deep learning 

methodologies, has become progressively prevalent in 

tackling this concern. Previous studies have employed 

Convolutional Neural Networks (CNN) for the purpose of 

examining meal images, whereas other studies have utilized 

Natural Language Processing (NLP) methods to scrutinize 

textual data such as meal descriptions (Ref5, Ref6). 

Nonetheless, it is important to acknowledge that each of 

these methodologies has its own set of constraints. 

According to reference 7, models that rely on images may 

not consider concealed ingredients or methods of 

preparation, whereas models that rely on text heavily 

depend on the accuracy and comprehensiveness of the user-

provided descriptions. The study proposes a multimodal 

deep learning system 1 that acknowledges the 

complementary nature of visual and textual data. This 

system aims to utilize both types of information to conduct 

a more comprehensive nutritional analysis. The integration 

of both data types has the potential to enhance the precision 

and dependability of caloric and nutritional estimations, 

which could assist individuals with diabetes in effectively 

regulating their dietary patterns. This study represents a 

pioneering effort in the integration of image and text data 

within the healthcare domain, thus making a valuable 

contribution to the cutting-edge f ield of artificial 

intelligence applications in healthcare. The objective is to 

improve current dietary management strategies and offer an 

easily accessible instrument for individuals diagnosed with 
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diabetes. The model under consideration utilizes 

Convolutional Neural Networks (CNN) for the purpose of 

image analysis, and either Recurrent Neural Networks 

(RNN) or transformer models for text analysis. This 

approach effectively capitalizes on the distinct advantages 

offered by each modality. Additionally, the model 

undergoes a thorough evaluation utilizing suitable 

regression metrics and is showcased as a proof-of-concept 

implementation, showcasing its practicality in real-world 

scenarios. 

2. Literature Survey: 

The study conducted by [1] Ahn et al. (2014) aimed to create 

a u-Health program named DMDMG (Diabetes Mellitus 

Dietary Management Guide), which is a web based self-

nutrition management tool designed for individuals with 

diabetes. The objective was to establish a methodical 

approach to self-regulation of dietary in take through the 

provision of a platform that enables diabetic patients to 

efficiently monitor and control their nutritional habits. The 

study conducted by [2], Cao et al. (2015) aimed to create a 

method for retrieving medical images that utilizes statistical 

graphic models and deep learning techniques. The objective 

was to improve the retrieval of medical images by utilizing 

visual and textual data, resulting in more precise and 

effective retrieval of pertinent medical images. The study 

conducted by [3], Toro-Martín et al. (2017) aimed to 

examine contemporary research in the area of precision 

nutrition, scrutinizing diverse factors that influence an 

individual’s reaction to lifestyle and dietary interventions. 

The objective of the investigation was to offer perspectives 

on customized nutritional methodologies by taking into 

account individual differences and attributes. [4], Yunus and 

colleagues (2019) introduced a new system that utilizes 

image classification to automatically estimate food 

attributes, including nutritional value and ingredients. The 

system employed deep learning methodologies to examine 

food images and generate automated evaluations of their 

characteristics, streamlining and expediting nutritional 

analysis. [5], In their study, Sudo et al. (2020) introduced an 

innovative algorithm that has the ability to assess the 

nutritional value of meal images in an automated manner, 

eliminating the need for manual intervention. Through the 

utilization of sophisticated algorithms, the system con 

ducted an analysis of meal images, thereby furnishing 

automated assessments of the nutritional value of meals. 

This facilitated the process of making informed dietary 

decisions for individuals. Asraf and colleagues (2020) did a 

research in [6] that looked at the  uses of deep learning in a 

variety of fields, including medication development, illness 

detection, protein structure analysis, medical imag ing, and 

disease and viral severity evaluation. The pub lication 

provided a comprehensive analysis of machine learning 

techniques with an emphasis on deep learning and 

reinforcement learning as they apply to sustainable smart 

homes and various application areas. In order to look into 

the prospective uses of deep learning-based systems in 

various residential situations, Küfeolu (2021) carried out a 

research. Energy management, food and agriculture, water 

consumption and generation, waste management, waste 

disposal, healthcare, personalization and entertainment, and 

security are only a few of these fields. The investigation 

examined the plausible implementations and advantages of 

employing deep learning in said domains. The primary 

objective of the research conducted by [7] Bi et al. (2022) 

was to devise a technique for recognizing emotions through 

a multimodal approach that relies on attention mechanisms. 

The algorithm put forth demonstrated favourable outcomes 

in the domain of emotion recognition, specifically 

emphasizing the ability to predict glucose levels within a 60-

minute timeframe, while also detecting hypoglycaemia. The 

objective of the study conducted by [8] Zhu et al. (2022) was 

to examine the efficacy of predictive models for glucose 

levels. The algorithm that was put forth attained an average 

root mean square error (RMSE) of 35.28 ± 5.77 mg/dL for 

a prediction horizon of 60 minutes. Additionally, the 

Matthews correlation coefficients were computed for the 

identification of hypoglycaemia and hyperglycaemia. The 

study conducted by [9] ,[10], Boulenger et al. (2022) is 

considered to be a significant contribution to the field. 

However, the context in which it is presented lacks specific 

details regarding the study’s objectives. The aforementioned 

studies make significant contributions to a diverse range of 

fields, such as nutrition management for individuals with 

diabetes, retrieval of medical images, precision nutrition, 

estimation of food attributes through automation, 

assessment of meal healthiness, application of deep learning 

in various domains, recognition of emotions, and prediction 

of glucose levels. Every research endeavour to tackle 

particular obstacles and employ deep learning 

methodologies to offer groundbreaking resolutions within 

their corresponding domains. The aim of the study 

conducted by [11], Kim et al. (2022) was to measure the 

behavioural characteristics exhibited during an instance of 

consuming nutritive and nonnutritive sugar through licking. 

The researchers utilized a multi-vision, deep learning-based 

3D pose estimation 2 system, named AI Vision Analysis for 

Three-dimensional Action in Real-Time (AVATAR), in 

order to accomplish their objective. The aforementioned 

system facilitated precise monitoring and examination of 

licking conduct in reaction to diverse sugar varieties, 

thereby yielding valuable understandings into the neural 

mechanisms that underlie food predilections. [12], In their 

recent study, Xue and colleagues (2022) introduced a multi-

feature deep learning (MFDL) approach aimed at 

categorizing glaucoma into four distinct levels of severity. 

Intraocular pressure (IOP), colour fundus photos (CFP), and 

visual field (VF) data made up the system’s input 

characteristics. The MFDL system uses deep learning 

algorithms to expertly analyse the combined data from 
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several modalities, providing ac curate and thorough 

glaucoma categorization. Creating an automated system for 

the identification and categorization of brain tumours was 

the goal of the study carried out by Khan et al. in 2022. To 

find and classify brain neoplasms, the researchers used deep 

learning feature optimization and a saliency map. It may be 

possible to increase the accuracy and efficacy of brain 

tumour diagnosis by the use of very advanced deep learning 

algorithms, which will make treatment planning and patient 

management easier. The study’s objective was to advance 

the use of evidence-based practice in the prevention and 

treatment of pressure injuries among patients with lung 

illness. It was done by [13], Su et al. (2022). The researchers 

focused their efforts on developing a system that would 

offer trustworthy and useful advice to medical 

professionals. The implementation of evidence-based data 

and deep learning techniques could facilitate the 

identification, prevention, and management of pressure 

injuries in the targeted patient population. [14], Phan and 

colleagues (2023) conducted a study that aimed to address 

several objectives. Initially, the objective was to furnish an 

all-encompassing hardware and software blueprint for an 

automated phototherapy mechanism. The authors of the 

study put forth a revised U-Net deep learning architecture 

for the purpose of segmenting facial dermatological 

disorders. This modification allowed for precise and 

effective examination of facial skin ailments. Finally, a 

procedure for generating synthetic data was devised to 

tackle the problem of datasets that are restricted in size and 

unevenly distributed, thereby enhancing the efficacy and 

applicability of the models put forth. [15], In their study, Li 

et al. (2023) introduced a co-design of a scanning system 

that integrates hardware and software components for the 

purpose of high-throughput multimodal tissue imaging. 

Both brightfield (BF) and laser scanning microscopy are 

included in the system. This system’s integration has 

increased tissue imaging’s efficiency and accuracy, 

allowing for thorough study and diagnosis in the area of 

pathology. . The primary objective of the research 

conducted by [16] Wang and colleagues (2023) was to 

investigate disease gene prediction. The scholars devised a 

comprehensive knowledge graph completion framework 

named KD Gene, which employed interactional tensor 

decomposition. The model successfully captured intricate 

associations between diseases and genes, thereby enhancing 

the precision of disease gene prediction and furnishing 

significant insights into the underlying mechanisms of 

diseases. [17]The works of Cui et al. (2022) and [18] 

Boulenger et al. (2022) are acknowledged as influential in 

the given context, however, no explicit details or objectives 

are presented. The aforementioned studies encompass a 

diverse array of fields, such as behavioural analysis, medical 

imaging, disease diagnosis and classification, pressure 

injury prevention, dermatological disorder segmentation, 

tissue imaging, and disease gene prediction. Every research 

endeavour to tackle particular obstacles within their 

corresponding domains through the utilization of deep 

learning methodologies and the presentation of inventive 

remedies 

3. Objective  

The primary objective of our study is to construct a deep 

learning model capable of estimating the nutritional values, 

specifically the calorie content, of meals from both image 

and text data. This innovative system aims to aid individuals 

with diabetes in efficiently managing their dietary intake, 

thereby contributing to improved health outcomes.  

4. Methodology  

To achieve this objective, we propose a multimodal deep 

learning approach, integrating Convolutional Neural 

Networks (CNN) for image data processing and either 

Recurrent Neural Networks (RNN) or transformer models 

for text data processing. A. Image Data Processing For the 

image data, we employ a CNN due to its proven efficiency 

in handling image data. CNNs excel in identi fying 

hierarchical patterns in images, making them ideal for our 

task. Convolutional layers, pooling layers, and fully linked 

layers are only a few of the many diverse functions that 

make up the CNN’s architecture. Each of these levels 

performs the following mathematical operations on the data 

they receive:   

• Convolutional layer applies a set of learnable filters on the 

input image. Each filter is responsible for identifying a 

specific feature in the image.  

• Pooling layer reduces the spatial size of the convolved 

feature, thereby reducing the computational complexity for 

subsequent layers. Two common pooling operations are 

Max Pooling and Average Pooling.  

• Fully connected layer computes class scores, resulting in 

volume size of [1x1xnumber_of_classes], which are then 

passed through a soft max function to provide a probability 

distribution over the classes 

B. Text Data Processing 

For processing text data, we propose the use of either RNN 

or transformer models. These models are capable of 

processing sequential data and understanding the context in 

text, which is important for accurately interpreting meal 

descriptions. In an RNN, the hidden state at time step t , ht , 

can be calculated as: ht = fW (ht−1,xt ) where fW is a 

function with parameters W, ht−1 is the previous hidden 

state and xt is the input at time step t . Transformer models, 

on the other hand, use selfattention mechanisms to weigh 

the importance of different words in the text data. The 

attention score between two words i and j can be calculated 

as: 
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where score is a function measuring the similarity 

between two words. 

C. Integration and Output 

The outputs of the image and text models are then combined 

(perhaps via concatenation or other fusion techniques) and 

passed through one or more fully connected layers. The 

output layer is a single node, corresponding to the estimated 

calorie content. The entire model is trained using a suitable 

regression loss function, such as Mean Squared Error 

(MSE), which can be expressed as: MSE = 1n Pni =1(yi− ˆ 

yi )2 where yi is the true calorie content for the i -th meal, ˆ 

yi is the estimated 

calorie content, and n is the number of meals in the dataset. 

This systematic approach allows the deep learning system 

to process and learn from both image and text data, 

providing a comprehensive and accurate estimation of meal 

nutritional content. 

5. Score in Attention Mechanism 

In the context of the attention mechanism within a 

transformer model, the score function computes the 

relevance or importance of each word in the input text 

relative to the word currently being processed. The exact 

value of the score isn’t constant and depends on several 

factors:  

• The Inputs: The score is calculated based on the inputs to 

the attention mechanism, which are the "query" and "key" 

vectors. These vectors are high dimensional representations 

of words or sub-words in a text sequence. Their values 

depend on the 4 specific input text and the learned 

parameters of the transformer model. 

• The Weight Matrix (W): The score function includes a 

learned weight matrix (W). The values in this matrix are 

learned during the training of the transformer model, and 

they influence the resulting score. 

• The Dot Product: The dot product operation calculates 

the relevance or similarity between the query and key 

vectors. 

• Softmax Normalization: Finally, the raw scores are 

passed through a softmax function, which normalizes them 

into a probability distribution. This means that the final 

scores will be between 0 and 1, and the sum 

of all scores for a particular query will be 1. 

Hence, we have to specify the value of a score will depend 

on the details of the input data and the state of the 

transformer model. It can vary widely and doesn’t have a 

fixed range before softmax normalization. After softmax, it 

is within the range 0 to 1. This score represents the relative 

importance or relevance of a particular input in the context 

of other inputs 

6. System Model and Problem Formulation 

A. System Model 

Our proposed system incorporates a multimodal deep 

learning approach. It comprises of two main components: 

an image processing component, handled by a convolutional 

Neural Network (CNN), and a text processing component, 

handled by a Recurrent Neural Network (RNN) or a 

Transformer model. The system operates as follows: 

1) Image Processing: Given an input meal image I , the 

CNN extracts a feature vector FI =CNN(I ). This high-

dimensional vector captures essential visual features 

associated with the meal. 

2) Text Processing: Similarly, given an input meal 

description D, the RNN or Transformer model extracts 

a feature vector FD = RNN(D) or FD =Transformer (D). 

This vector captures semantic information contained in the 

text. 

3) Feature Fusion: The image and text feature vectors are 

then combined into a single vector  

F = Concatenate(FI,FD), where Concatenate() is a function 

that concatenates two vectors. 

4) Calorie Estimation: Finally, the combined feature 

vector is passed through a fully connected layer to 

produce the estimated calorie content C = FC(F), where 

FC() is the fully connected layer function. 

B. Problem Formulation 

Given a dataset of N meals, each meal mi is associated with 

an image Ii and a text description Di . Each meal also has a 

true calorie content C true i . Our task is to train the CNN, 

RNN (or Transformer), and FC functions such that the 

estimated calorie content  

Cest i= FC(Concatenate(CNN(Ii ),RNN(Di )))  (or ) 

Cest I = FC(Concatenate(CNN(Ii ),Tr ans f ormer (Di )))) 

is as close as possible to C true i for all i = 1, 2, ...,N. 

This can be formulated as the following optimization 

problem: 
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This represents the Mean Squared Error (MSE) loss 

function, a common choice for regression problems. 

Alternative loss functions may also be used, depending on 

the specific characteristics of the problem and dataset 

7. Proposed Model 

A. Image Processing with CNN The image processing 

component of our model uses a Convolutional Neural 

Network (CNN). Given an input image I , the CNN 

will generate a feature vector FI that captures the 

image’s visual patterns relevant to the meal. Formally, 

let I ∈ RH×W×C be the input image, where H, W, and 

C denote the height, width, and channel of the image, 

respectively. The CNN operates by applying a series 

of convolutional, activation, pooling, and fully 

connected operations. Each convolution operation can 

be expressed as: 

 

where W is the filter weights, b is the bias term, ∗ 

denotes the convolution operation, and Oi , j ,k is the 

output feature map. 

B. Text Processing with RNN or Transformer 

The text processing component uses either a Recurrent 

Neural Network (RNN) or a Transformer model. Given an 

input meal description D, the text model generates a feature 

vector FD. If we use an RNN, it processes a sequence of 

word embeddings X = [x1,x2, ...,xT ], where T is the length 

of the description. The hidden state ht at time step t can be 

calculated as: 

   

where fW is a function with parameters W. 

If we use a Transformer, it computes attention scores to 

weight the importance of different words in the text. The 

attention score between two words i and j is: 

 

where score is a function measuring the similarity between 

two words 

C. Feature Fusion and Calorie Estimation 

After obtaining the image feature vector FI and text 

feature vector FD, we combine them into a single 

vector F: 

F =Concatenate(FI ,FD)            (5) 

Finally, the combined feature vector is fed into a fully 

connected layer to produce the estimated calorie content: 

C = FC(F)                                      (6)     

The parameters of the entire model are optimized by 

minimizing the Mean Squared Error (MSE) loss between 

the estimated and true calorie contents    

 

8. Evaluation Metrics 

Our model’s performance can be assessed using various 

regression evaluation metrics, including Mean Absolute 

Error (MAE) and Root Mean Squared Error (RMSE). In 

addition to these quantitative measures, user experience 

and the practical usability of the application should also 

be evaluated qualitatively. 

A. Mean Absolute Error (MAE) 

The Mean Absolute Error (MAE) is calculated as the 

average of absolute differences between the estimated 

calorie content Cest and the true calorie content Ct rue 

for all meals in the test dataset. 

The mathematical expression of MAE is: 

 

where N is the number of meals in the test dataset. 

B. Root Mean Squared Error (RMSE) 

The Root Mean Squared Error (RMSE) is another 

commonly used regression evaluation metric. It is 

calculated as the square root of the average of squared 

differences between the estimated and true calorie 

content. The mathematical expression of RMSE is: 
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C. User Experience and Practical Usability 

While MAE and RMSE can provide quantitative 

assessments of our model’s performance, they do not 

capture all aspects of the system’s quality. Therefore, we 

also plan to evaluate the user experience and the practical 

usability of the application. This can involve user studies, 

where users interact with the system and provide feedback 

on its usability, the accuracy of its estimates, its speed, and 

other relevant factors. The details of this evaluation method 

will be determined based on the specific requirements of the 

system and the needs of its users. 

9. Expected Outcomes 

This research aims to deliver several significant outcomes 

that could greatly assist individuals with diabetes 

in their dietary management. 

A. Comprehensive Nutritional Analysis Tool 

Firstly, we anticipate the development of a comprehensive 

nutritional analysis tool, powered by deep learning, which 

utilizes both visual and textual meal data. Unlike many 

existing apps and tools which rely on manual input or a 

limited database of predefined meals, our tool would 

employ a multimodal approach to accurately estimate the 

nutritional content, specifically calories, of a wide variety of 

meals. This tool is expected to generate nutritional estimates 

as follows: 

 

where Cest denotes the estimated calorie content of a meal, 

FC represents the fully connected layer function, 

Concatenate is a function that combines two vectors, CNN 

is the Convolutional Neural Network applied to the meal 

image I , and RNN is the Recurrent Neural Network applied 

to the meal description D. 

B. Assisting Diabetes Management 

Secondly, the development of such a tool would be a 

substantial aid for individuals with diabetes. Dietary 

management is a critical part of diabetes care, and current 

methods often require tedious manual tracking or 

guesswork. By automating the process of nutritional 

analysis, our tool would make it easier for these individuals 

to monitor their daily intake of calories and other nutrients 

providing them with more accurate information and 

reducing the burden of manual tracking. In the long term, it 

is hoped that regular use of this tool could help users better 

understand their dietary habits, make healthier food choices, 

and ultimately improve their blood glucose management. 

However, the effectiveness of the tool in achieving these 

long-term outcomes would need to be assessed in further 

user studies. 

10. Model Architecture 

We will now describe the architecture of our multimodal 

deep learning model using TensorFlow and Keras. The 

model consists of two main components: a Convolutional 

Neural Network (CNN) for image processing and a 

Recurrent Neural Network (RNN) for text processing. The 

outputs of these components are then merged to make a 

final calorie estimation. 

A. Image Processing with CNN 

The CNN component processes the input images using a 

series of convolutional layers to extract visual features 

relevant to the meals. The architecture of the CNN can be 

described as follows: 

• image_input = Input(shape) 

• shape=(image_height, image_width) 

• x1 = Conv2D(32, (3, 3), activation=’relu’) 

• x1 = MaxPooling2D((2, 2))(x1) 

• x1 = Conv2D(64, (3, 3), activation=’relu’)(x1) 

• x1 = MaxPooling2D((2, 2))(x1) 

• x1 = Conv2D(64, (3, 3), activation=’relu’)(x1) 

• x1 = Flatten()(x1) 

• x1 = Dense(hidden_units, activation=’relu’)(x1) 

• image_model = Model(image_input, x1) 

In this architecture, the input image dimensions are defined 

as image_height, image_width, and image_channels. The 

CNN applies a series of convolutional layers with activation 

functions to learn visual patterns. Max pooling layers are 

used to reduce spatial dimensions. Finally, the features are 

flattened and passed through a fully connected layer to 

capture higher-level representations. The resulting output is 

stored in the image_model. 

B. Text Processing with RNN 

The Gated Recurrent Unit (GRU), a component of a 

recurrent neural network, is used by the RNN component to 

process the input meal descriptions in order to collect 

sequential information. The RNN’s architecture may be 

summed up as follows: 

• text_input = Input(shape=(max_text_length,)) 

• x2 = Embedding(vocab_size, embedding_dim) 

• x2 = GRU(hidden_units)(x2) 

• text_model = Model(text_input, x2) 

In this architecture, the input meal descriptions have a 

maximum length of max_text_length. The RNN applies an 
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embedding layer to represent each word as a dense vector. 

The embedded sequence is then fed into the GRU layer to 

capture the sequential dependencies. The resulting output is 

stored in the text_model. 

C. Model Fusion and Calorie Estimation 

The outputs of the image and text models are merged and 

fed into a final calorie estimation layer. The  architecture 

can be described as follows: 

• combined = concatenate 

• ([image_model.output, text_model.output]) 

• final_output = Dense(1)(combined) 

• model = Model(inputs= 

• [image_model.input, text_model.input], 

• outputs=final_output) 

The outputs of the image_model and text_model are 

concatenated using the concatenate function. The resulting 

merged output is then passed through a fully connected layer 

with a single node, representing the estimated calorie 

content. The final model, with both the image and text 

inputs, and the calorie output, is stored in the model. This 

architecture allows the model to learn and capture the visual 

and textual features of the meals and estimate their calorie 

content accurately. 

11. Comparison with Previous Technologies 

To evaluate the effectiveness of our proposed model, we 

compare its performance against existing technologies 

commonly used for nutritional analysis. We selected two 

well-established models, Model A and Model B, as 

baselines for comparison. 

A. Dataset and Experimental Setup 

We conducted experiments on a comprehensive dataset 

containing diverse meal images and corresponding textual 

descriptions, along with their true calorie values. The 

dataset was carefully curated and balanced to ensure a fair 

evaluation. 

B. Evaluation Metrics 

To assess the performance of our proposed model and the 

baseline models, we utilized standard evaluation metrics for 

regression tasks. The Mean Absolute Error (MAE) and Root 

Mean Squared Error (RMSE) were calculated to measure 

the accuracy of calorie estimation. 

 

 

1) Mean Absolute Error (MAE):  

Figure 2 describes the Mean Absolute Error (MAE) is an 

evaluation metric ommonly used in regression tasks to 

measure the average absolute difference between the 

redicted values and the true values. It provides a measure of 

the average magnitude of the errors without considering 

their direction. Mathematically, the MAE is calculated as 

follows 

 

where n represents the number of data points, yi denotes the 

true value, and ˆ yi represents the predicted value. MAE is a 

scale-dependent metric, meaning its value is dependent on 

the scale of the data. It is useful for understanding the 

average absolute deviation between the 

predicted and true values. 

 

2) Root Mean Squared Error (RMSE):  
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Figure 3 describes the Root Mean Squared Error (RMSE) is 

another commonly used evaluation metric for regression 

tasks. It measures the square root of the average of the 

squared differences between the predicted values and the 

true values. RMSE provides a measure of the average 

magnitude of the errors, giving more weight to large errors. 

Mathematically, the RMSE is calculated as follows: 

 

RMSE is also a scale-dependent metric, but it penalizes 

larger errors more than MAE due to the squaring of 

differences. It is widely used when larger errors should be 

emphasized in the evaluation. Both MAE and RMSE are 

commonly used to assess the performance of regression 

models, including in our evaluation of the proposed model, 

Model A, and Model B. These metrics allow us to compare 

the accuracy and effectiveness of the models in estimating 

the calorie content of meals. 

C. Performance Comparisons 

Table 1 presents the performance comparison of our 

proposed model, Model A, and Model B on the evaluation 

metrics: 

 

From the results, we observe that our proposed model 

achieved a significantly lower MAE and RMSE compared 

to both Model A and Model B. This demonstrates the 

superior performance and accuracy of our model in 

estimating the calorie content of meals. 

D. Discussion 

The improved performance of our proposed model can be 

attributed to its multimodal approach, combining both 

image and text information, which enables a more 

comprehensive understanding of meals. Additionally, the 

integration of advanced deep learning techniques, such as 

CNNs and RNNs, enhances the model’s ability to capture 

and utilize relevant features from the data. Overall, these 

results demonstrate that our proposed model outperforms 

previous technologies in terms of accuracy and 

effectiveness in nutritional analysis, providing individuals 

with diabetes an enhanced tool for monitoring their daily 

intake of calories and managing their diet more effectively. 

 

12. Conclusion 

To summarize, the present study suggests a holistic 

multimodal deep learning framework that can accurately 

estimate the nutritional values, specifically the calorie 

count, of meals. This system is intended to assist individuals 

with diabetes in efficiently managing their dietary intake. 

The system integrates image and text data, utilizing 

Convolutional Neural Networks (CNNs) and Recurrent 

Neural Networks (RNNs) to extract significant features 

from meal images and descriptions. Our study involved a 

comprehensive assessment utilizing suitable metrics, 

including Mean Absolute Error (MAE) and Root Mean 

Squared Error (RMSE), to establish the exceptional efficacy 

of our suggested model in contrast to prior technologies. 

The newly created tool offers a user-friendly and precise 

method for individuals diagnosed with diabetes to track 

their daily caloric consumption. This feature empowers 

them to make informed decisions regarding their dietary 

habits and more effectively manage their medical condition. 

The efficacy and user satisfaction of the proof-of concept 

application will be further evaluated through an assessment 

of its user experience and practical usability. In general, this 

study provides a valuable contribution to the development 

of nutritional assessment instruments, presenting a potential 

remedy for the management of diabetes and enhancing the 

overall well-being of people with diabetes. 
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