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Abstract: Recognizing and categorizing fruits is a unique challenge in the field of computer vision due to the wide variation in their 

appearance, shape, and texture. In this research, the effectiveness of an enhanced ResNet-101 deep convolutional neural network (CNN) 

architecture to achieve higher accuracy in fruit recognition and classification is explored compared to other deep learning (DL) models. 

The improved ResNet-101 model leverages its depth, skip connections, and pre-trained weights to capture intricate and distinctive 

features, making it particularly adept at handling complex visual tasks. In our experiments, it was observed that this enhanced ResNet-

101 model outperforms several other cutting-edge DL models when applied to a diverse and demanding fruit classification dataset. The 

model's robustness in dealing with a wide range of fruits, including those with subtle variations and occlusions, is highlighted in our 

study. Furthermore, the significance of tuning hyperparameters, applying data preprocessing techniques, and utilizing data augmentation 

strategies is delved into. These aspects are deemed crucial for optimizing the performance of the enhanced ResNet-101 model. By 

striking the right balance between model complexity and dataset size, the issue of overfitting is addressed while still achieving 

exceptional accuracy. In essence, the presented model showcases enhanced accuracy performance within 15 epochs, achieving an 

impressive 99.97% accuracy across a dataset comprising 40 different types of fruits. The findings underscore the superior performance of 

the proposed model, surpassing the efficacy of several commonly employed methods in current use. This model's effectiveness and 

robustness for fruit recognition and classification are demonstrated. By reducing the number of trainable parameters by 81%, the overall 

complexity of the model is decreased. Faster training times, fewer computational resources required, potentially improved generalization, 

and a reduced likelihood of overfitting can be achieved through this reduction in complexity. 

Keywords: Deep Learning (DL), Convolutional neural network (CNN), Recognition, Classification, ResNet101. 

1. Introduction 

Fruits are a crucial part of our daily diet, providing us 

with essential nutrients, vitamins, and minerals that are 

vital for our health and overall well-being. The ability to 

recognize and categorize fruits plays a significant role in 

various fields, spanning agriculture, food processing, 

nutrition tracking, and even computer vision applications 

[1,2]. In recent years, the domain of fruit recognition and 

classification has seen remarkable progress, primarily 

due to the remarkable capabilities of ML and DL 

techniques, with a particular focus on Convolutional 

Neural Networks (CNNs), including the powerful 

ResNet-101 model [3, 4]. 

The significance of fruit recognition and classification 

cannot be overstated. In agriculture, the accurate 

identification of fruits holds immense importance for 

estimating crop yields, managing pests and diseases, and 

assessing the overall quality of harvests. Within the food 

industry, fruit classification ensures consistent product 

quality and aids in automating sorting and packaging 

procedures [5]. Furthermore, the capacity to identify 

fruits in images or videos is indispensable for 

applications like smart agriculture, autonomous robotics, 

and even personalized dietary monitoring. ML, and more 

specifically, DL, have brought about a revolution in the 

realm of fruit recognition and classification [6]. CNNs, 

which draw inspiration from the human visual system, 

have proven themselves exceptionally adept at learning 

intricate patterns and features from image data. Among 

these models, ResNet-101, a variant of CNN, stands out 

for its exceptional depth and performance, rendering it 

an indispensable tool for various image classification 

tasks. In this era of technological advancement, the 

integration of CNNs like ResNet-101 into fruit 

recognition and classification tasks has yielded highly 

accurate and efficient solutions [5, 7]. These DL models 

have the ability to handle extensive datasets, discern 

complex attributes of fruits, and generalize effectively 

across diverse fruit varieties and environmental 

conditions [8]. As a result, they empower industries to 

achieve greater productivity, maintain quality control, 

and foster innovation in the domains of fruit processing, 

agriculture, and beyond [9]. This research [10] paper 

presents a thorough investigation into the utilization of 

DL models for categorizing various apple ieties. The 

investigation utilizes five distinct convolutional neural 
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networks (CNNs), derived from two distinct architectural 

structures: series networks (namely, AlexNet and VGG-

19) and DAG networks (consisting of ResNet-18, 

ResNet-50, and ResNet-101). The primary aim is to 

recognize and categorize 13 different apple classes. 

Notably, the study highlights a substantial impact of 

dataset configuration on classification outcomes [10]. All 

models achieve an overall classification accuracy 

surpassing 96.1% on dataset A (with a training-to-testing 

split of 4:1) and 94.5% on dataset B (with a training-to-

testing split of 3:2). Moreover, the authors delve into 

enhancing the interpretability of their models using 

techniques such as feature visualization images, 

scrutinizing the most robust activations, and 

incorporating LIME images. These methodologies 

illuminate the processes and reasons behind the 

classification decisions made by diverse trained models. 

[10]. However, it's important to note that certain 

behaviors exhibited by these models remain unexplained, 

owing to the inherent "black box" nature of DL 

technology, which still lacks a full understanding of its 

internal mechanisms. In the exploration detailed in 

research paper [11], DL algorithms take center stage in the 

classification of fruit maturity and quality detection. The 

authors meticulously reviewed 35 papers that 

investigated ML and DL techniques for fruit maturity 

classification. Their comprehensive analysis led them to 

the firm conclusion that Convolutional Neural Networks 

(CNN) emerge as the most suitable algorithm for this 

specific task. Within their study, the authors introduced 

two distinctive methodologies utilizing DL techniques—

specifically CNN and AlexNet—for the thorough 

examination of banana fruit images. The assessment 

covered a spectrum of datasets, including their original 

dataset, an augmented dataset, and a well-established 

dataset (Fruit 360). To enhance the richness of the 

dataset, they implemented augmentation techniques and 

devised an advanced CNN model tailored to accurately 

discern and categorize the maturity stages of bananas. 

The paper provides a detailed exposition of their 

proposed methodology, covering aspects such as data 

collection, model development, and training and 

validation procedures [11]. The outcomes and 

discussions underscore that the proposed models 

effectively achieve exceptional classification and 

prediction accuracy for fruits across various ripening 

stages. It is noteworthy that the CNN model 

demonstrated an accuracy rate of 98.25% on the original 

dataset, while the AlexNet model achieved 81.75%. On 

the augmented dataset, the CNN model reached an 

impressive accuracy of 99.36%, and the AlexNet model 

outperformed with an even higher accuracy of 99.44%. 

2. Methods and Materials  

In general, the process of recognizing and classifying 

images involves a combination of various techniques, 

including structural analysis, statistical measurements, 

and spectral analysis. When it comes to statistical 

measurements, common metrics like mean, variance, and 

entropy are typically employed. Structural analysis, on 

the other hand, is used for object recognition and 

identification. Spectral approaches come into play when 

identifying images based on characteristics like intensity, 

texture, and color features, although it's not always 

standard to employ all these methods. To address the 

challenges outlined above, this article employs DL 

methods, specifically CNN models such as AlexNet, 

ResNet50, and ResNet101, for the classification and 

identification of fruit images [8, 11]. The proposed 

simulation and experimental work for fruit recognition 

using DL techniques are divided into several distinct 

phases. 

2.1 Image Acquisition 

In the course of performing experiments and simulations, 

the initial phase entails acquiring images. Subsequent to 

obtaining the images, the subsequent step involves 

carefully selecting specific images and subsequently 

resizing them to conform to a standardized dimension. In 

the context of experimental work, it's crucial to organize 

these images based on their sizes. As for simulations, it 

becomes necessary to define the parameters used for 

classification. Given the diverse and distinct 

characteristics of different fruits, a critical requirement is 

to categorize them based on specific features. Among 

these features, the classification of intensity and texture 

presents a significant challenge, and this complexity is 

effectively addressed through the use of CNNs [13]. 

2.2 Pre-processing 

Pre-processing operates at an abstract level on the fruit 

images and aims to enhance the intensity levels. The 

primary objective is to mitigate any undesired distortions 

in the images and to optimize the specific portions of the 

acquired image that are subsequently employed in the 

processes of feature selection and extraction [14]. 

2.3 Feature extraction 

The most effective features are obtained following the 

pre-processing stage. Features are essentially numerical 

values derived from image data through mathematical 

operations [15]. When it comes to recognition tasks, the 

selection of these features is of the utmost significance. 

Optimal feature subset selection, determined by the 

performance of classifiers, enhances the classification 

accuracy and success rate of the recognition system [16]. 

2.4 Image Classification 

A classification task involves identifying a specific input 

using one of several distinct classifiers. In the study 

presented, DL techniques are employed to categorize 
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fruit images [17]. The process of fruit image 

classification comprises several steps, such as image 

enhancement, object detection, recognition, and 

classification. 

2.5 Evaluation 

The evaluation phase marks the concluding step in the 

process of image classification. The proposed work tests 

a multi-model approach for classifying fruit images [18]. 

The phases of this multi-model DL model are illustrated 

in Figure 1 below. 

 

 Fig. 1. Phases of the proposed work.  

2.6 Proposed Fruit Classification Multi-Mode 

A CNN structure model (AlexNet, ResNet50, and 

ResNet101) was proposed for the recognition of fruits 

using DL algorithms. Recently, Deep Learning has 

garnered popularity as a method for recognizing and 

classifying images [18]. It is within the unsupervised 

learning branch of Artificial Neural Networks that DL 

has emerged as a promising technique for image 

recognition and classification. The primary purpose of 

utilizing CNN architectures like AlexNet, ResNet50, and 

ResNet101 for fruit recognition and classification is to 

harness the capabilities of DL for the precise and 

efficient categorization of fruit images [19]. These CNN 

models are particularly well-suited for tasks involving 

image recognition due to their capacity to autonomously 

acquire and extract pertinent features from the input 

images. Regarding their individual contributions: 

AlexNet: AlexNet is renowned for its pioneering work in 

the realm of DL and image classification. Its design is 

specifically tailored to detect and distinguish objects 

within images, making it valuable for identifying various 

types of fruits based on their visual attributes [20]. 

ResNet50 and ResNet101: ResNet, or Residual 

Networks, represents a deep neural network architecture 

that excels in the extraction of features and the 

classification of objects. ResNet50 and ResNet101, as 

variants of ResNet with 50 and 101 layers, respectively, 

exhibit the capability to capture intricate details and 

characteristics within fruit images, leading to more 

precise and detailed classification outcomes [23, 25].  

The adoption of these CNN structures serves the 

objective of enhancing the accuracy and robustness of 

fruit recognition and classification, particularly in 

scenarios where fruits exhibit variations in shape, color, 

and size. These DL models automate the process and 

elevate the system's competence in classifying a wide 

array of fruits with a high degree of accuracy. 

2.6.1 Conventional neural networks (CNN) 

 Traditional neural networks, alternatively known as 

artificial neural networks, are machine learning 

algorithms inspired by the neural networks observed in 

the human brain [13]. These networks are comprised of 

interconnected nodes, referred to as neurons, possessing 

the ability to process and convey information in the form 

of electrical signals [9]. Neurons are organized into 

layers, with each layer being linked to the next. The 

weights assigned to connections between neurons play a 

crucial role in determining the strength of these 

connections. In the neural network, the input layer is 

where initial data is received, while the output layer 

produces the final results. Situated between these layers 

are hidden layers, responsible for learning patterns in the 

input data and generating the desired output. Throughout 

the training process, optimization techniques such as 

backpropagation are employed to adjust connection 

weights until the desired output is achieved. This layered 

structure empowers traditional neural networks to 

effectively learn and adapt to new data, establishing 

them as a valuable tool in the realm of machine learning 

applications [13]. Figure 2 visually represents the 

fundamental structure of the CNN network. 

 

Fig. 2. CNN network’s structure. 

2.6.1.1 AlexNet  

AlexNet, created by Alex Krizhevsky, is a deep CNN 

that achieved a groundbreaking victory in the 2012 

ImageNet Large Scale Visual Recognition Challenge 

[21]. It marked a significant advancement in computer 

vision and serves as the foundational framework for most 

contemporary deep neural networks. AlexNet comprises 

eight layers, including five convolutional layers, three 

fully-connected layers, and a concluding output layer. 

The initial layer in AlexNet functions as the input layer, 

receiving and passing input images to subsequent 

convolutional layers [20]. These convolutional layers are 

instrumental in extracting image features and identifying 

objects within them. The first two convolutional layers 
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employ 96 and 256 filters, with filter sizes of 11×11 and 

5×5, respectively. After every convolutional layer, a 

subsequent max-pooling layer is implemented to reduce 

the spatial dimensions of the convolutional layer's 

output. The third convolutional layer utilizes 384 filters 

and is succeeded by another max-pooling layer. 

Similarly, the fourth convolutional layer employs 384 

filters and is followed by an additional max-pooling 

layer. The fifth and final convolutional layer consists of 

256 filters. Responsible for object categorization in the 

images, the three fully-connected layers are each 

equipped with 4096 neurons, and the last layer contains 

1000 neurons [22]. The ultimate SoftMax layer in the 

output is instrumental in predicting the classes of objects 

depicted in the images. The structural layout of AlexNet 

is presented in Figure 3. 

 

Fig.3. The AlexNet architecture 

2.6.1.2 ResNet50 

ResNet50, a deep convolutional neural network (CNN) 

comprising 50 layers, is structured into five phases, each 

housing a convolution and identity block. Whether 

convolutional or identity, each block consists of three 

layers. The ResNet50 architecture boasts over 23 million 

trainable parameters. Notably, the top layers in ResNet50 

are left unfrozen, enabling them to learn through 

backpropagation, while the remaining layers remain 

frozen [23]. This process involves crafting a ResNet50 

model with pre-trained weights derived from the 

ImageNet dataset, allowing the model to classify images 

across 1,000 different categories. Figure 4 illustrates the 

architecture of the employed ResNet50 model, 

showcasing a deep residual learning framework with 50 

layers and five stages [24]. This framework is 

specifically tailored for the large-scale classification of 

fruits in their natural environment. The cross-entropy 

loss function for the ResNet50 model is expressed as 

follows: 

𝐿𝑜𝑠𝑠 = − (
1

𝑛
) ∑ log 𝑃(𝑁)𝑛

𝑖=0      (1) 

Where 𝑛 is the output size of the classification network. 

 

 

  Fig.4. ResNet50 Architecture. 

2.6.1.3 ResNet101 

As mentioned before, ResNet101 is a deep CNN 

developed by Microsoft Research for image 

classification. It is based on the ResNet architecture, 

which consists of a series of convolutional layers, 

pooling layers, and fully connected layers. ResNet101 

has 101 layers, including a total of 101 convolutional 

layers, and the number of parameters is about 44 million. 

The network has a large number of learnable parameters, 

making it more accurate than other networks [25]. 

ResNet101 was designed to improve the generalization 

of object recognition and scene understanding from 

images. In addition to object recognition, the network is 

also used for semantic segmentation, image captioning, 

and image generation. ResNet101 is widely used in a 

variety of computer vision tasks and applications, such 

as autonomous driving, medical imaging, and facial 

recognition [26]. It has been used in many research 

projects and applications, and it continues to be an 

important model for computer vision. This neural 

network is included in the MATLAB DL toolbox and 

pre-trained on the ImageNet dataset. The network is 

called by the command resnet101 and displayed as a two 

tables network [27]. First table consists of 347 × 1 layer 

which are conventional layers and batch normalization 

layers with the ReLU activation functions layer and max 

pooling layers. The second table consists of the 

connections between these different layers as a source 

connection layer and destination one [28]. Figure 5 

shows this structure in MATLAB, and Figure 6 shows 

the layers of the ResNet101 network in MATLAB.  

 

Fig.5. structure of ResNet in MATLAB, consists of 

layers and connections 
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Fig.6.example of ResNet101 layers in MATLAB 

Toolbox 

The input layer is of size 224 × 224 × 3, so all the 

images need to be resized to this size to work with this 

neural network. where the output of the network is one 

of the 1000 classes the network was trained on. This 

network was trained on several objects in the ImageNet 

dataset; some of them were the main types of fruits. It 

was not trained on all types of fruits. So, when it was 

used for fruit prediction, the accuracy was 27% because 

a large number of fruits ware not in the ImageNet 

dataset. Figure 7 shows the output layer of ResNet101 in 

MATLAB software. 

 

 Fig. 7. output layer of ResNet101 

2.6.1.4 ResNet101 modified. 

ResNet, short for residual network, plays a pivotal role in 

addressing computer vision challenges. ResNet101 [28] 

is comprised of 104 convolutional layers organized into 

33 blocks, with 29 of these blocks directly incorporated 

into previous ones. Initially trained on the ImageNet 

dataset featuring 1000 object classes, the original 

architecture is depicted in Figure 8. This illustration 

highlights the processing of input images through 

residual blocks, each consisting of multiple layers. In our 

study, we made modifications by eliminating the fully 

connected (FC) layer associated with the original 1000 

object classes. Instead, we introduced a new FC layer 

tailored to our specific number of classes. In our selected 

dataset, the number of classes is forty types of fruit, such 

as (Apple golden 3,Apple Red 1, Apple Red Yellow 

1,Apricot, Avocado, Banana Lady Finger, Bana Red, 

Beetroot, Blueberry, Cherry1, Cherry Rainier, Cocos, 

Corn, Cucumber Ripe, Cucumber Ripe 2, Dates, 

Eggplants, Fig, Grape Pink, Grape White, Kaki, Kiwi, 

Lemon, Lychee, Mango, Mulberry, Onion Red, Onion 

White, Orange, Papaya, Peach, Pear, Pepper Green, 

Plum, Potato White, Raspberry, Strawberry, Tomato 1, 

Watermelon). The adjusted model maintains a uniform 

input size of 224 × 224 × 3 and yields an output of N × 

3. Figure 8 visually represents this modified model, 

highlighting its configuration with a reduced number of 

layers while preserving the same sequence. 

Building this network in MATLAB begins with the 

definition of the layers, conventional layer sizes. Padding 

was performed on corners and edges for accurate filter 

passing. Batch normalization layers and the ReLU 

activation function layer. The Pooling layers were 

chosen of the type “Average” because the colors of the 

near pixels of the fruit was much similar. figure 8 shows 

the structure of the network was used in proposed 

method. 

 

 Fig.8. smaller structure of ResNet101 for fruit 

recognition  

2.7 Dataset 

The dataset employed for training and testing, known as 

Fruits 360 and publicly available on Kaggle, contributed 

all the images used in this study. Comprising 

approximately 90,380 images, the dataset encompasses 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(3), 1347–1346 |  1352 

131 diverse fruits and vegetables [29]. In the image 

acquisition process, a motor rotated the fruits, generating 

frames for photographing. A white piece of paper served 

as the backdrop, and to mitigate uneven lighting, a flood-

fill technique was applied to isolate the fruits from the 

background. Following background elimination, all fruits 

were standardized to 100x100 pixels in standard RGB 

format (thus, three values for each pixel). As depicted in 

figure 9, the training dataset comprises 67,692 photos, 

while the test dataset includes 22,688 photos [29]. These 

images represent a variety of fruits sourced from the 360 

datasets. 

 

 Fig. 9. fruits classes in 360 datasets. 

2.8 Confusion Matrix  

The dataset employed for training and testing, known as 

Fruits 360 and publicly available on Kaggle, contributed 

all the images used in this study. Comprising 

approximately 90,380 images, the dataset encompasses 

131 diverse fruits and vegetables [29]. In the image 

acquisition process, a motor rotated the fruits, generating 

frames for photographing. A white piece of paper served 

as the backdrop, and to mitigate uneven lighting, a flood-

fill technique was applied to isolate the fruits from the 

background. Following background elimination, all fruits 

were standardized to 100x100 pixels in standard RGB 

format (thus, three values for each pixel). As depicted in 

figure 9, the training dataset comprises 67,692 photos, 

while the test dataset includes 22,688 photos [29]. These 

images represent a variety of fruits sourced from the 360 

datasets. 

1. True Positives (TP): Instances where the model 

accurately predicted the positive class. 

2. True Negatives (TN): Situations where the model 

correctly predicted the negative class. 

3. False Positives (FP): Cases where the model predicted 

the positive class incorrectly, given that the actual class 

was negative. 

4. False Negatives (FN): Instances where the model 

inaccurately predicted the negative class, whereas the 

true class was positive. 

The Confusion Matrix is frequently depicted as a figure, 

roughly resembling this: 

                   Actual      Positive        Actual   Negative 

Predicted    Positive              TP                             FP 

Predicted    Negative             FN                         TN  

 

 Fig.10.  2*2 Confusion Matrix 

Calculating the proportion of samples that were correctly 

classified to all samples, as demonstrated in the example 

below, can be used to evaluate the classification models' 

accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
           (2) 

Calculating accuracy involves dividing True Positives 

(TP) by the total sum of items with positive labels (the 

sum of TP and False Positives, FP), as indicated in 

formula 3. A high precision value signifies that the 

model and categorization process are generating a 

greater proportion of meaningful and accurate results. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
          (3) 

Determining recall involves dividing the total count of 

components truly belonging to the positive class (True 

Positives, TP). This computation enables the assessment 

of the model's sensitivity, as outlined in formula 4. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦  =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
      (4) 

The F1-Score is derived by computing the harmonic 

mean of sensitivity and precision. This metric provides a 

balanced and comprehensive evaluation of the model's 

performance, considering both the ability to correctly 

identify positive instances (sensitivity) and the precision 

in categorizing them accurately. 

𝐹1 = 2 ∗
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ sensitivity)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + sensitivity)
 (5) 

Data scientists and ML practitioners can assess how well 

their models are working and make educated decisions 

regarding model modification and deployment using the 

Confusion Matrix and related metrics [41]. 

3. Results and Discussions 

This section provides an in-depth exploration of the 

experimental procedures, encompassing details on the 

experimental setup, dataset characteristics, chosen 

evaluation metrics, and the ensuing results. The dataset 

utilized in this study encompasses a diverse array of 40 

fruit classes. Post-preprocessing, the experimental 

dataset comprises a total of 24,636 images, representing 

40 unique fruit categories. The allocation of the 
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preprocessed dataset into training and testing subsets 

follows an 80:20 ratio, with 80% designated for training 

purposes and the remaining 20% reserved for rigorous 

testing, as outlined in Table 1. 

The DL models employed in this study automatically 

extracted fruit features through a sequence of 

convolutional operations, eliminating the need for 

 

Table 1. Name and number of each Fruit. 

Number Fruit Label 
Training 

number 

Testing 

number 

1 
Apple 

Golden 3 
481 161 

2 
Apple Red 

1 
492 164 

3 
Apple Red 

Yellow 1 
492 164 

4 Apricot 492 164 

5 Avocado 427 143 

6 Banana 490 166 

7 
Banana 

Lady Finger 
450 152 

8 Banana Red 490 166 

9 Beetroot 450 150 

10 Blueberry 462 154 

11 Cherry 1 492 164 

12 
Cherry 

Rainier 
738 246 

13 Cocos 490 166 

14 Corn 450 150 

15 
Cucumber 

Ripe 
392 130 

16 
Cucumber 

Ripe 2 
468 156 

17 Dates 490 166 

18 Eggplant 468 156 

19 Fig 702 234 

20 Grape Pink 492 164 

21 
Grape 

White 
490 166 

21 Kaki 490 166 

23 Kiwi 466 156 

24 Lemon 492 164 

25 Lychee 490 166 

26 Mango 490 166 

27 Mulberry 492 164 

28 Onion Red 450 150 

29 
Onion 

White 
438 146 
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30 Orange 479 160 

31 Papaya 492 164 

32 Peach 492 164 

33 Pear 492 164 

34 
Pepper 

Green 
444 148 

35 Plum 447 151 

36 
Potato 

White 
450 150 

37 Raspberry 490 166 

38 Strawberry 492 164 

39 Tomato 1 738 246 

40 Watermelon 475 157 

 

manual feature extraction from the dataset containing 

24,636 images of diverse fruits. The training process 

involved initializing epochs at 7, 10, and 15, with 3696, 

5280, and 7920 iterations, a mini-batch size of 32, and a 

learning rate set to 0.001. The Adam   optimizer was 

utilized for the learning process. A ten-fold cross-

validation was conducted, employing multiple 

classifiers, and each classifier was assessed based on  

recall rate, precision, accuracy, and f1-score. 

All simulations for this study were carried out using 

MATLAB 2022b. The computational system utilized 

was equipped with a Core i7 processor, 16GB of RAM, 

and an 8GB graphics card. 

3.1 Results of Tested CNN pre-training Models 

The proposed models were assessed for their 

performance in various fruit recognition scenarios 

depicted in images, employing diverse classification 

assessment tools such as accuracy, precision, sensitivity, 

specificity, and F1-score. The evaluation involved the 

utilization of a confusion matrix to scrutinize the 

proposed model, along with plotting the training 

accuracy. The suggested methodology underwent 

training for both 5 epochs and 15 epochs, utilizing a 

dataset initially partitioned into three segments: 80% for 

training, 10% for testing, and 10% for validation. The 

training and validation accuracy results for 5 epochs are 

illustrated in Table 2. Display the outcome classification 

of several types of CNN pre-training models, such as 

(AlexNet, ResNet50, and a compressed version of 

ResNet101), and modify ResNet101 achieving a 

maximum training accuracy of (100%), and the 

ResNet50 get the less accuracy (96.66%) during these 

models

Table 2. Performance evaluation of CNN pre-training models of 15 types of fruits 

Model Accuracy 
Error-

rate 
Precision  Sensitivity 

F1_ 

score 

AlexNet  99.67% 0.33% 99.56% 99.62% 99.59% 

ResNet50 96.66% 3.33% 97.77% 96.66% 97.21% 

Modify 

ResNet101 
100% 0.00% 100% 100% 100% 

 

In the subsequent phase, we expanded the dataset by 

incorporating an additional 40 types of fruits, as outlined 

in Table 3. The training process involved retraining our 

models with the augmented dataset, maintaining the 

same number of epochs. This process yielded a set of 

distinct rates. Notably, during the pretraining of models, 

including AlexNet, ResNet50, and a modified version of 

ResNet101, it was observed that the compressed variant 

of ResNet101 achieved the highest accuracy among 

them. 
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Table 3.  Evaluation of CNN pre-training models of 40 fruits 

Model Accuracy 
Error-

rate 
Precision  Sensitivity F1_score 

AlexNet  99.67% 0.33% 99.56% 99.62% 99.59% 

ResNet50 99.62% 0.37% 99.66% 99.63% 99.64% 

Modify 

ResNet101 
100% 0.00% 100% 100% 100% 

 

In the third phase, following the success of the modified 

ResNet101 in outperforming other CNN pre-training 

models, we aimed to further explore and showcase the 

robustness and capabilities of the model. To achieve this, 

we experimented with altering the number of epochs and 

adjusting the image sizes within the dataset. This step 

was undertaken to assess the model's adaptability and to 

highlight its efficacy under varying training conditions. 

Both Table 4 and Table 5 encompass a range of values 

corresponding to the modified model, each obtained 

through the utilization of distinct numbers of epochs and 

varied image sizes. These tables collectively provide a 

comprehensive overview of the model's performance 

under diverse training configurations, offering a nuanced 

understanding of its adaptability and effectiveness across 

different scenarios. 

Table 4. shown the Performance evaluation modify ResNet101 model in different type of epochs with various size of 

images(156 × 156) 

No. of 

epochs 
Accuracy 

Error-

rate 
Precision  Sensitivity 

F1_ 

score 

7 99.57% 0.42% 99.62% 99.55% 99.58% 

10 99.90% 0,09% 99.91% 99.94% 99.93% 

15 99.95% 0.04% 99.95% 99.96% 99.95% 

 

Table 5. shown the Performance evaluation modify ResNet101 model in different type of epochs with various size of 

images (224 × 224) 

No. of 

epochs 
Accuracy 

Error-

rate 
Precision  Sensitivity F1_score 

7 99.73% 0.26% 99.70% 99.60% 99.70% 

10 99.85% 0.14% 99.86% 99.83% 99.84% 

15 99.97% 0.02% 99.97% 99.98% 99.97% 

 

3.2 Discussion  

Tables 2 and 3 showcase the remarkable performance of 

the proposed model, surpassing its counterparts in 

accuracy. Notably, when comparing models, ResNet50 

exhibited lower accuracy than the proposed model. 

Despite the fact that the training images for the AlexNet 

model were of larger dimensions (227×227) compared to 

the modified ResNet101, the proposed model 

outperformed AlexNet in accuracy. This underscores the 

efficacy of the proposed model, which achieved superior 

results even with a smaller image size, showcasing its 

robustness and efficiency in fruit image classification 

tasks. 

In this study, the utilization of confusion matrix plots 

was integral, seamlessly integrated with both training 

and validation plots. Furthermore, classification result 

plots were generated to vividly illustrate the diverse 

outcomes associated with the categorization of fruits. 

These results were meticulously analyzed across various 

DL (CNN pre-training) models, providing a 

comprehensive insight into the nuanced performance of 

each model in fruit classification. Figures 11, 12, and 13 

provide a comprehensive overview of the outcomes 

derived from the training of three distinct models—

AlexNet, ResNet50, and modified ResNet101. These 

models underwent 5 epochs of training for the 

classification of 15 different types of fruits. The figures 

vividly illustrate the accuracy rates and loss rates, 

encapsulating the performance nuances of each model in 

the fruit classification task. In the visual representation 

of a confusion matrix, the vertical axis denotes the 
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predicted labels, while the horizontal axis corresponds to 

the true labels. The entries above and below the main 

diagonal in the confusion matrix depict instances of 

misclassification, with the diagonal elements capturing 

accurately identified occurrences. Figures 14 and 15 

vividly illustrate the confusion matrix plots for the 

evaluated proposed model. These visuals provide a 

detailed breakdown of classification outcomes when the 

model is applied to datasets comprising 15 and 40 types 

of fruits, respectively. The graphical depictions offer 

insights into the model's performance by highlighting 

both correct and erroneous predictions

 

 

Fig.11: AlexNet training and validation plots for 5 epochs to recognize of 15 fruits dataset. 

 

Fig.12: Evaluation of ResNet50's performance through the analysis of accuracy and loss metrics during the training and 

validation phases on a dataset containing 15 different fruits. 

 

Fig.13: Suggest an evaluation of ResNet101's performance by conducting a thorough analysis of accuracy and loss metrics 

during both the training and validation stages, utilizing a dataset comprising 15 distinct fruit classes. 

 

Fig.14: Present a confusion matrix illustration for the testing dataset containing 15 varieties of fruits, showcasing a detailed 

representation of classification results. 
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Fig.15: Provide a visual depiction of a confusion matrix for the testing dataset, encompassing 40 diverse types of fruits, to 

offer a comprehensive overview of the classification outcomes. 

Furthermore, by augmenting the number of epochs and 

exploring diverse image sizes, the proposed model 

demonstrated its capacity to attain superior accuracy. 

This noteworthy achievement is visually depicted in the 

ensuing plots and the accompanying confusion matrix, 

illustrating the model's robust performance across 

various training configurations. The Figures 16 and 17 of 

plots showcase the discernible impact of increased 

epochs and varied image sizes on enhancing the model's 

accuracy, providing a comprehensive insight into the 

versatility and adaptability of the proposed approach. 

 

Fig.16: Representation encapsulates a thorough performance analysis of the modified ResNet101 model with 7 epochs and 

image size (156× 156). 

 

Fig. 17: Representation encapsulates a thorough performance analysis of the modified ResNet101 model with 7 epochs and 

image size (224× 224). 

4. Conclusion  

Commencing with a concise overview in the results 

section, this addition serves to delve into the analysis of 

the proposed framework. The findings prominently 

highlight the commendable performance of the proposed 

model on the selected dataset. Significantly, the 

proposed framework achieves heightened accuracy while 

utilizing a substantially reduced number of trainable 

parameters (weights) compared to the ResNet101 model, 

boasting an impressive 81% reduction. This reduction in 

parameters translates to a notable decrease in both 

training and testing times. 

The proposed model continues to exhibit remarkable 

results across a spectrum of fruit types, ranging from 15 

to 40, drawn from a database of 360. Notably 

outperforming the ResNet50 and AlexNet pre-trained 

CNN models, the proposed ResNet101 stands as a robust 

choice for recognition tasks. This success underscores its 

efficacy in enhancing accuracy while concurrently 

streamlining computational processes. 

While the proposed ResNet101 algorithm represents a 

significant stride in improving recognition accuracy, it is 

acknowledged that the accuracy of advanced deep 

models is still an area for improvement and falls short of 

the latest techniques. Recognizing this, the algorithm 

was introduced in light of its potential advantages. A key 

limitation lies in the choice of employing both ResNet50 

and AlexNet models for comparison, presenting an 

avenue for future exploration by focusing on a singular 
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model to deepen the analysis. Future studies can pursue 

further investigation by utilizing databases featuring 

diverse fruit images characterized by the presence of 

multiple instances within the same fruit category or 

instances of various fruits captured in a single image and 

incorporating fruit images set against intricate 

backgrounds, such as those where fruits naturally 

coexist, to simulate real-world scenarios and enhance the 

robustness of the dataset. 
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