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Abstract: Traffic congestion prediction has a significant part in managing smart city networks, helping authorities to reduce traffic jams 

and make transportation systems function well. Even with progress made in deep learning methods, it is common for current ways to 

experience difficulty when trying to predict congestion patterns accurately. The paper tackles these shortcomings by suggesting a fresh 

Dynamic Traffic Prediction Network (DTPN) model that blends MobileNet Recurrent Convolutional Network (MRCN) for spatial-

temporal traits extraction and Sonar Sweep Optimization (SoSO) as parameter adjustment technique. The newness of our method is in 

how it can accurately catch the spatial and time-based changes in traffic flow, which results better prediction. When we evaluate using 

Kaggle datasets, we see that DTPN model does better than other methods for precision, recall, F1-score as well as Mean Absolute Error 

(MAE) and Root Mean Squared Error (RMSE). The suggested model shows excellent precision of 99%, recall at 98.9% while F1-score 

is up to 99; these figures are past what Random Forest (RF), XGBoost (XGB), Light GBM (LGBM) and Improved May Fly 

Optimization with Light GBM (IMFO-LGBM). Moreover, when we compare MAE and RMSE results, it becomes clear that the DTPN 

model outperforms other methods in various time ranges. This comparison provides more evidence to support the effectiveness of this 

method for improving prediction accuracy in traffic congestion. It shows promise for a future where urban transport systems are smarter 

and more efficient. 

Keywords: Traffic Congestion Prediction, Smart City, Deep Learning, Artificial Intelligence (AI), Traffic Management, and 

Optimization. 

1.Introduction 

The economy is growing, cities are developing fast and 

people want to travel privately [1]. This has led to a big 

increase in traffic congestion level for many large or 

rapidly expanding cities all over the world. The problem of 

traffic jam directly impacts the growth rate, development 

speed and environment quality in these places. As 

economic growth takes place and cities become more 

attractive for people to live there, it also brings an 

increasing demand on transportation infrastructure—

needed both by those who work in these areas as well as 

those wanting goods moved or travelling for leisure 

purposes—to keep up with this urban expansion [2, 3]. But 

often times building new infrastructures does not happen at 

same speed like how quickly urban areas grow causing 

problems such as congestion which can affect city life 

greatly. The growing wish to have personal cars, pushed by 

more money for spending and cheaper vehicles, is also 

making the problem worse. As a result, when there are 

more private cars on the street it causes increased traffic 

volume especially at busy times of day. The unbalanced 

increase in population and lack of growth in infrastructure 

significantly adds to congestion that results in many 

negative impacts. Traffic congestion [4] not only slows 

down transportation but also causes serious environmental 

problems. The fumes from vehicles that are not moving 

add to air pollution and greenhouse gases, which makes air 

worse and increases global warming [5, 6]. Also, when the 

streets are crowded with cars and trucks, it will take more 

time to travel. This impacts every person and different 

parts of our economy. For workers, an increase in travel 

duration means they have less time for actual work or 

enjoying life beyond their job's official hours. This also 

reduces their ability to produce output and impacts the 

overall quality of life. The irritation of being caught in 

traffic may result in road fury and intense driving manners, 

increasing the chances for accidents. Moreover, crowded 

traffic situations might lead to disorderly driving 

circumstances that enhance probabilities of accidents [7]. 

The stopping and starting of vehicles in heavy traffic, 

together with the high number of cars on the road, can 
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create a situation where unpredicted accidents happen. The 

total effect of traffic congestion is a big problem that needs 

systematic solutions like putting money into public 

transport; enhancing infrastructure quality such as roads 

and bridges; planning land use properly along with 

promoting other means for traveling apart from using 

private automobiles. Working on these aspects can assist 

cities in lessening issues related to excessive traffic, as 

well as render living arrangements inside the cities more 

sustainable and agreeable for all parties involved. 

Hence, traffic management study [8] is very important for 

researchers in present times. We can reduce high 

congestion by two ways: one way is to add more 

transportation infrastructure which costs a lot of money; 

second way includes using possible traffic strategies like 

analyzing congestion pattern or making short-term traffic 

information prediction that can be applied quickly on 

existing road networks and it's just a small part of the total 

cost. When compare it to pattern analysis, which finds out 

about road networks that have repeated problems with too 

much traffic, predicting exact short-term information 

related to traffic like speed, volume and level of congestion 

becomes more useful for people who are traveling as well 

as those managing the flow of vehicles [9]. From these 

metrics, one parameter that is especially wanted and 

beneficial for short-term traffic forecasting has to be the 

traffic congestion level. This shows the condition of road 

network (like Jam, Slow or Free) which allows drivers to 

select routes better by avoiding congested roads. It also 

aids in enhancing efficiency of traffic managers who can 

react systematically towards variations in transport 

network's supply-demand balance. In this way, precise 

short-term predictions about traffic serve as a useful 

instrument for improving flow of cars on roads and 

lessening issues related with congestion in city 

environments. 

The beginning forecasting models [10, 11] mainly 

concentrated on estimating traffic characteristics like 

speed, volume and flow of vehicles in solitary roads, sets 

of roads or minor road networks. These models had a 

restriction because the complete data necessary was not 

easily accessible, so it limited their extent. Thus, these 

initial models only gave incomplete prediction abilities that 

were not very helpful for people who travel to work or 

organizations managing traffic looking for more detailed 

and useful understandings. Hence, these models did not 

receive extensive use and could not successfully tackle the 

larger requirements of city traffic management. In this first 

type of model, the data usually came from sensors that are 

fixed on roads [12]. These could be road sensors, inductive 

loops or traffic cameras. Some models also used data from 

networks of vehicles like Vehicular Ad Hoc Networks 

(VANETs) and Floating Car Data. In these cases, the cars 

themselves become a source for information as they move 

along various routes. The provided data was useful but it 

was not easy to gather consistently and required 

considerable effort to process into useful form for 

modeling purposes [13, 14]. These were some difficulties: 

Fixed sensors are costly in terms of installation, running 

and keeping them well-maintained. This kind of expense 

could make it hard to set up many fixed sensors throughout 

an area. Additionally, the continuing costs for maintaining 

these sensors so that they continue giving precise and 

dependable data over time are also taken into account. 

Getting data from these sources is not easy because of 

privacy and regulation issues. For example, to gather data 

from traffic cameras and other fixed sensors often needs 

special permissions that can be quite bureaucratic - it takes 

time to get these licenses. It make complexity to acquire 

the complete data needed for accurate and prompt traffic 

forecasts. Moreover, the difference in data quality and 

uniformity among sensors contributes to a fluctuation in 

accuracy of traffic predictions. These limitations showed 

that there was a demand for better and broader ways of 

gathering data, along with more complex predictive 

models which could offer insights about traffic throughout 

the whole city. The dependence on fixed sensor 

information had scaling problems, pushing researchers to 

look at other sources of data and new ways to enhance 

forecasting. This change aimed at handling the flaws in 

initial models and providing more efficient methods for 

controlling urban traffic jam situations, benefiting both 

people who travel daily as well as those who manage 

traffic from their work perspective. 

The issue of traffic jam prediction has become very 

important as cities grow and face complex transportation 

problems. The old ways to forecast traffic, using fixed 

sensors along with limited data suppliers, cannot give total 

real-time understanding throughout the whole city. Web 

services like Google Traffic, Bing, Seoul Transportation 

Operation and Information Service (TOPIS) [15] are now 

bringing new perspectives in this field by giving precise 

city-wide real-time traffic information. Data from many 

places is gathered and studied. For instance, data from GPS 

that comes out of people's smartphones, information 

coming in from road sensors or traffic cameras - all these 

are combined to give an instant picture of how the traffic 

situation looks like. These kind of web services can 

provide abundant data and high-quality standards, factors 

that can enhance precision and dependability in traffic 

forecasts. The up-to-date traffic particulars from these 

services assist in developing better predictive models for 

foreseeing congestions without much lag time. This active 

information about traffic aids the creation of flexible 

management plans before congestion turns into a problem 

[16]. Also, these web services are simpler to use and less 

costly compared to the old ways of collecting data. This 

lowers the demand for expensive building and upkeep of 
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infrastructure. 

However, even with their potential advantages, deep 

learning models for traffic congestion prediction also come 

with some significant limitations [17]. These models need 

a lot of good quality data sets to train on. It might be hard 

to gather and keep these data sets, especially in real-time 

and across big city areas. Also, deep learning models are 

very demanding on computer power and memory 

resources. This makes live prediction complicated and 

requires a big investment in high-performance computing 

infrastructure. So, the proposed work could be related to 

developing a particular and intelligent system for 

recognizing traffic jams in networks of smart cities by 

utilizing images from traffic [18]. This approach takes 

advantage of the common existence of traffic cameras and 

image information to offer immediate accurate forecast 

about crowded regions. The structure uses sophisticated 

methods for image processing and deep learning [19, 20]. 

It can examine the traffic images, locate congested patterns 

and provide prompt information to people who travel as 

well as traffic management agencies. The addition of 

traffic images also improves model interpretability because 

visual data is easier to understand and can be verified by 

human operators. The idea of this creative system is to 

enhance city movement, reduce crowding, and contribute 

in constructing more intelligent city transport systems. The 

main research objectives of this work are given below: 

• This develop a new structure that uses sophisticated 

methods to improve the precision of forecasting 

traffic jams on smart city networks. 

• To implement the MobileNet Recurrent 

Convolutional Network (MRCN) as an important part 

of the framework, created to adeptly capture spatial-

temporal characteristics from traffic data. 

• To incorporate the Sonar Sweep Optimization (SoSO) 

model, a fresh optimization method for tuning the 

framework's parameters and enhance its performance. 

• Also, enhance the framework more effective in 

predicting traffic congestion by smoothly combining 

MRCN and SoSO techniques. This will improve the 

accuracy of predictions for smart city networks, 

offering a stronger solution. 

The paper is organized as follows: Section 2, a thorough 

review of literature about traffic jam prediction models. 

This area deeply examines different methods ranging from 

old statistical ways to complex deep learning techniques 

and their advantages as well as disadvantages. Section 3, 

an understandable explanation of the suggested model. 

This part gives a detailed path for the process and 

algorithmic explanations which show how traffic images 

are used to detect congestion. In section 4, we discuss 

about performance outcomes of this proposed work that 

include results compared with existing models to show its 

effectiveness and enhancements. To end, Section 5 gives a 

wrap-up of the paper's results and offers ideas for 

upcoming studies to improve traffic congestion prediction 

in smart city networks. 

2. Related Works 

In this section, we examine the current research on 

anticipating traffic congestion in smart city settings. There 

is a special emphasis placed on typical machine learning 

and deep learning methods. Through study of appropriate 

literature, we intend to give an all-encompassing view of 

the ways, algorithms and approaches used for predicting 

traffic jams. This review acts as groundwork for 

comprehending how models for prediction have changed 

over time within this area and recognizing important 

patterns and obstacles that influence present study tasks. 

Bai, et al [21] introduced a new method for predicting 

traffic jam using Relative Position Congestion Tensor and 

Predictor for Position Congestion Tensor. The goal of the 

authors is to solve the difficulty in accurately guessing 

traffic congestion on city road networks by using spatio-

temporal data and deep learning methods. This technique 

works with relative places of road nodes, which is different 

from usual ways that often concentrate only on absolute 

locations or basic traffic details such as speed and amount. 

These matrices get changed to three-dimensional spatio-

temporal tensors, which offer an extensive representation 

of traffic data across time and area. The model's need for 

large and good traffic data is a big difficulty, because it can 

take much effort to get and keep these sets of information. 

Also, the complexity of computational work in 

ConvLSTM networks could restrict how easy it is to 

increase the size of model and use it in real time. This 

situation may be more difficult for traffic management 

groups that do not have much access to strong computing 

facilities. Lastly, not being able to interpret the predictions 

from this model might slow down its acceptance by 

professionals who manage traffic situations. Akhtar, et al 

[22] orderly wraps up previous research that has been done 

by using different methods of artificial intelligence, 

especially various machine learning models. It neatly 

classifies these models into branches of AI and gives a 

complete view on their strong points and drawbacks. This 

way of arranging information helps readers to get a 

straightforward grasp on the wide-ranging field of AI-

centered solutions for certain problems. In this way, the 

paper combines what literature already exists to give 

important understandings about the present situation of AI 

research and to show where more study is needed or 

enhancements are possible. The mention of artificial 

intelligence development and availability of big data points 

towards a shift in traffic management, where researchers 

are using modern modeling methods to deal with this 
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complex matter. In general, the sentence gives a clear 

summary about why predicting traffic jams is so important 

now in today's transport control system along with how 

new technologies can help push forward researches related 

to this area.  

Khan, et al [23] talks about a very important missing part 

in the field. It suggests an effective scheme for predicting 

traffic flow using group techniques, like bagging, 

combined with air pollution data. This method is especially 

useful because it helps to make precise traffic flow 

prediction systems in smart cities more accurate. These 

systems need advanced methods to handle growing 

congestion problems efficiently. The goal of the research is 

to predict traffic flow and it has two parts: first compare 

various simple regression techniques to find best model 

performing; second use bagging and stacking ensemble 

methods for improving prediction accuracy afterwards. 

However, the model's usefulness could be restricted by the 

necessity for pollution data, which might not be easy to get 

in some places. Also, the computational difficulty of 

ensemble techniques such as bagging might make it 

difficult to apply them immediately in environments with 

limited resources. Furthermore, this study mainly 

concentrates on regression models and could overlook 

other sophisticated machine learning methods that could 

boost prediction precision. Devi, et al [24] examined the 

advantages of traffic and safety, tackling a big current 

problem. The dataset's classification is done with the help 

of a Support Vector Machine (SVM), and regression 

techniques - consisting of linear regression along with 

logistic regression. The method is successful because it 

combines high-level data analysis with machine learning, 

creating one system that gives useful comprehension about 

traffic jams. This understanding of information might be 

helpful in making improved procedures for controlling and 

keeping traffic safe in cities. But, this approach could not 

have easy generalizability because it relies on particular 

tools and methods for classifying data. The conclusion 

might need more confirmation in different datasets and 

conditions to improve its applicability. 

Campbell, et al [25] suggested an economical method to 

create custom-made street sign computer vision datasets 

using Google's Street View API. The study included 

teaching a personalized object finding model to identify 

and sort Stop as well as Give Way signs in pictures taken 

at intersection approaches. This shows a practical solution 

for traffic sign detection that may save money, possibly 

helping to enhance the effectiveness of managing traffic 

assets. But the paper does not talk about how this model 

would handle detecting more kinds of traffic signs or its 

performance in different environmental situations. Also, 

depending on GSV images could restrict its use in real-

time because there might be some delay when updating 

data. AI-qudah, et al [26] suggested a model that uses 

technology to help with the suggested structure for 

predicting traffic congestion. The authors show how the 

overall framework and their technology model are related. 

They also set up an intelligent image handling system 

made specifically for people not skilled in technical 

matters, bringing attention to importance and usefulness of 

this suggested structure. Yet, the paper does take note of 

some possible restrictions in terms of expense, security 

worries and functional difficulty which could slow down 

cities' acceptance of these solutions. To deal with these 

issues, it is recommended that a general image processing 

model be created and put into use by using deep learning 

techniques. In summary, this paper gives useful 

understanding about how technology interacts with 

managing cities and transport methods. It presents not just 

ideas but also real ways to reduce traffic congestion 

problems in urban areas through both theory-based 

concepts as well as feasible applications. 

Ismaeel, et al [27] explained how deep recurrent neural 

networks (RNNs) can be used for sorting out different 

kinds of traffic patterns in smart cities. A new way to 

classify traffic patterns based on deep recurrent neural 

networks is introduced. These types of networks are good 

at understanding the changing and sequential features of 

traffic movements. The suggested model combines layers 

with convolutional and recurrent features for extracting 

characteristics from data about traffic patterns, along with 

a SoftMax layer to classify these kinds of movements. 

Henceforth, forthcoming investigation could delve into 

techniques for improving the intricacy of models and 

computational efficiency without affecting classification 

precision much – thus making these deep RNNs more 

applicable within smart city settings where classifying 

patterns related with traffic becomes crucial. Jenifer, et al 

[28] put forward two important enhancements for feature 

engineering and training datasets in smart city applications. 

Initially, it offers an approach to feature engineering that 

involves both extraction of characteristics as well as using 

a nature-inspired optimization algorithm for picking the 

most appropriate features. The Mayfly optimization 

algorithm gets improved with the addition of a mode-based 

ranking method; this makes it easier to identify which are 

the best features. Next, the article uses LightGBM which is 

a type of lightweight boosting method to train datasets and 

enhance accuracy. The suggested Improved MayFly 

Optimization with LightGBM (IMFO-LGBM) method is 

tested on well-known smart city datasets that can be 

accessed from Kaggle site. The paper shows new ways to 

make features and train the dataset, but it should explain 

more about how experiments were done and results were 

understood. It could also talk more in-depth about what 

this method means for real-life situations and its possible 

limits. Oyewola, et al [29] compared the performance of 

five machine learning models that include Bagging (BAG), 
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K-Nearest Neighbors (KNN), Multivariate Adaptive 

Regression Spline (MARS), Bayesian Generalized Linear 

Model (BGLM) and Generalized Linear Model (GLM). 

The goal is to predict traffic patterns in a smart city. 

Deekshitha, et al [30] intended to predict traffic for 

developing an intelligent transportation systems, where 

they use past data from previous years to predict what will 

happen with traffic this year. By studying the information 

every hour and looking at how close their predictions, it 

helps people understand real-time traffic states. The 

statistics that come up from these forecasts give useful 

ideas for drivers who want to take good choices while on a 

journey. Furthermore, the system performs comparative 

evaluations of every road so it can single out the most jam-

packed paths within city limits. This characteristic gives 

extra usefulness to urban commuters. Even though the 

paper shows a hopeful way for traffic forecast, more 

information about prediction method, where data comes 

from and checking methods could make study more 

complete. 

The examination of current literature about forecasting 

traffic congestion in intelligent city situations highlights 

some areas needing more study. The first one is that 

although traditional ways of machine learning and deep 

learning have been thoroughly investigated, there exists a 

shortage in comparative researches which systematically 

assess how well various algorithms perform within wide-

ranging urban settings. Secondly, numerous studies 

concentrate on immediate traffic forecasts, leaving out the 

chance to predict long-term situations and strategic 

handling of traffic issues. In addition, the expansion ability 

along with transferring of forecast models across various 

cities and regions are somewhat unexamined aspects. This 

shows a lack of comprehension about how well suggested 

solutions can be applied elsewhere. Handling these 

research holes will not only push forward our knowledge 

on predicting traffic congestion but also help create 

stronger and efficient smart city transport systems. 

3. Proposed Methodology 

In this part, the clear explanation for the proposed 

Dynamic Traffic Prediction Network (DTPN) model is 

provided in detail. We will explain how it works and what 

methods it uses. This work's main goal is to present an 

original framework called DTPN that is designed for 

predicting traffic congestion in smart city networks. For 

reaching this aim, we use advanced image processing 

methods - MobileNet Recurrent Convolutional Network 

(MRCN), and also a new technique named Sonar Sweep 

Optimization (SoSO). The DTPN methodology is an 

approach to examining and foreseeing traffic jams in city 

areas, using input data that comes as pictures. These 

pictures are like quick views of different parts of the city's 

traffic situation, showing important details such as how 

many vehicles there are on a road or what kind of 

condition it's in along with patterns for how much 

movement is happening at any given time. The power of 

the MobileNet structure, which includes separable 

convolution layers based on depthwise convolutions assists 

DTPN in efficiently extracting spatial features from these 

images without excessive computational requirements. 

Next, the spatial features are taken and put into the 

recurrent layers of MRCN. This lets the model understand 

time-based relationships and moving patterns found in 

traffic data. The inclusion of recurrent connections helps 

DTPN to examine data sequences across time, thus 

boosting its prediction abilities. Moreover, the Sonar 

Sweep Optimization (SoSO) technique is used in this 

model for fine-tuning the model parameters to get high 

predictive precision. By combining these advanced 

methods together in harmony, DTPN provides a special 

and strong answer for predicting traffic jams within smart 

city networks. This prediction is very helpful for those who 

plan cities and manage traffic because it allows them to 

take action before congestion starts. They can put in place 

measures that lessen congestion or enhance transport 

efficiency when they know about it beforehand from 

reliable predictions made by DTPN. In the end, the 

creation of DTPN makes a big step forward in traffic 

management area which could change how we deal with 

difficult issues related to urban movement during current 

time period. The proposed DTPN is bringing a fresh 

framework that changes the way we predict traffic jams in 

smart city networks. It essentially uses advanced methods 

for processing images, especially MRCN, to get complex 

spatial traits from traffic pictures. In contrast with old ways 

of looking at images as fixed things, DTPN uses the 

recurrent connections in MRCN to understand times-based 

relationships and moving patterns present in traffic data. 

This merging creates the ability for DTPN to inspect 

sequential details across time, providing better 

understanding about how traffic moves and congestions 

growing. 
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Fig 1. Flow of the DTCN Model 

The flow of the DTCN model can be seen in Fig 1, which 

gives a graphical display of how the DTCN structure 

works to anticipate traffic congestion amounts within smart 

city networks. 

• Acquiring Input Data: The first step is to acquire input 

data. This usually involves gathering different kinds of 

traffic-related information from smart city sensors, 

cameras or other monitoring devices. The input data 

contains images that show the present situation of 

traffic like vehicle quantity, condition of roads and 

patterns in how traffic is flowing. 

• Preprocessing: The input data that we have collected 

goes through preprocessing steps to make it ready for 

more analysis. This can include actions like cleaning 

the data, normalizing it, and adding more to improve 

quality and uniformity of input data. 

• Feature Extraction: The data that has been 

preprocessed is given to the module for feature 

extraction. Here, important spatial and temporal 

features are taken out. This part uses complex methods 

like convolutional neural networks (CNNs) or 

recurrent neural networks (RNNs) to get useful 

attributes from the input data. 

• Training and validation: After feature extraction, the 

DTCN model is trained. In this phase, the model 

learns to match input data with appropriate levels of 

traffic congestion. It does so by using a mix of 

supervised learning methods and optimization 

techniques on the features gathered from previous 

stage. After the model is trained, it can be used to 

make predictions on fresh data that hasn't been seen 

before. The DTCN model which has been trained 

takes in input as the features extracted from incoming 

data and gives out predictions on traffic jam levels for 

a specific smart city network. 

• Evaluation: At last, the performance of DTCN model 

is assessed by using suitable standard and yardstick to 

measure how precise, dependable and successful it can 

be in predicting traffic jam. This evaluation step helps 

in understanding the strong points as well as 

restrictions of this model and directs possible 

enhancements or adjustments. 

3.1 MobileNet Recurrent Convolutional Network 

(MRCN) for Traffic Congestion Prediction  

The MRCN, a design of deep neural network for traffic 

congestion prediction tasks, is developed in this work for 

smart city settings. The structure combines aspects from 

MobileNet –seen as small-sized CNNs or Convolutional 

Neural Networks and RNN parts used to understand time-

related connections within traffic data. The choice of 

MobileNet as the base framework was made because it is 

adept at dealing with image data and can scale better, 

making it appropriate for application in situations where 

resources might be scarce. It uses depthwise separable 

convolutions. This way is beneficial in reducing the 

calculation expense of regular convolutions and allows for 

quicker inference on devices with lower computational 

power. MobileNet functions as the primary characteristic 

extraction model in traffic congestion prediction, taking 

input images that depict various road traffic scenes. In 

MobileNet architecture, we add recurrent connections to 

capture temporal dependencies and dynamic patterns. 

Then, we integrated it with recurrent neural network 

(RNN) layers, so that information can stay and move 

forward through time steps. This lets the model learn from 

sequence data - such as past traffic records - and make 

predictions considering how traffic jams change over time. 

In MRCN architecture, MobileNet part does feature 

extraction from given traffic images. It gets spatial details 

like vehicle amount, road state and traffic movement. 

These kinds of spatial features get into the recurrent layers 

where they do temporal modeling. The connections that are 

recurrent help the model to study sequential data about 

traffic across a span of time, learning about patterns and 

changes which impact how congested it is with vehicles 

there. When the MRCN model is trained, we can use it to 

make predictions about traffic congestion in smart city 

networks. After giving input traffic images, the model uses 

MobileNet backbone for processing these images. It then 

takes out spatial features and sends them into recurrent 

layers so as to model time. In the end, this gives an output 

that predicts how much traffic will be congested at one 
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particular time and place within a smart city network. The 

MRCN model's performance is measured using prediction 

accuracy, precision, recall and F1-score. These metrics 

show how well the model can predict traffic congestion. 

The MobileNet convolution operation is a depthwise 

separable convolution followed by pointwise convolution. 

This operation effectively gathers spatial characteristics 

from input feature maps. The depthwise separable 

convolution operation in MobileNet is shown as: 

OF = Pointwise Convolution(Depthwise Conv(FM))

      (1) 

Where, FM indicates the input image feature map, and OF 

is the output feature map. Recurrent connections, which 

are made by using Long Short-Term Memory (LSTM) or 

Gated Recurrent Unit (GRU) networks, can catch time-

related relationships in traffic data. For every step in time, 

the hidden state of the recurrent layer gets an update 

depending on output feature map from MobileNet and 

previous hidden state. The computation for hidden state at 

time step with RNN operation is mathematically 

represented in below: 

𝔥k = RNN(𝔥k−1, OF)         

(2) 

Where, 𝔥k−1 represents the hidden state of previous time 

step k, and 𝔥k is the hidden state information. Mechanisms 

that act like gates, for instance input, forget and output 

gates in LSTM networks, direct the information flow 

within recurrent layer. They handle how cell state gets 

updated and calculation of output at every time step by 

deciding what information model keeps or discards. The 

equations for the input gate, forget gate and output gate are 

given below: 

𝒾k = φ(ω𝒾xFMk + ω𝒾𝔥𝔥k−1 + β𝒾)        

(3) 

𝒻k = φ(ω𝒻xFMk + ω𝒻𝔥𝔥k−1 + β𝒻)        

(4) 

ℴk = φ(ωℴxFMk + ωℴ𝔥𝔥k−1 + βℴ)        

(5) 

Where, φ indicates the sigmoid activation function, which 

is optimally computed with the use of SoSO algorithm, 

ω𝒾x, ω𝒻x, ωℴx are the input weight matrices, ω𝒾𝔥𝔥k−1, 

ω𝒻𝔥𝔥k−1, ωℴ𝔥𝔥k−1 the recurrent weight matrices, and β𝒾, 

β𝒻, βℴ are the bias values. For LSTM networks, the cell 

state is updated with input gate, forget gate and candidate 

cell state. Element-wise multiplication is used to combine 

the influence of forget gate on previous cell state with 

input gate's effect from candidate cell state for updating 

current one. In LSTM networks, we update the cell state 

using the input gate, forget gate and current input: 

𝒞̃k = tanh (ω𝒞xFMk + ω𝒞𝔥𝔥k−1 + βℴ)  

      (6) 

𝒞 =  𝒻k ⊙ 𝒞k−1 + 𝒾k ⊙ 𝒞̃k    

      (7) 

Where, 𝒞̃k represents the candidate cell state and ⊙ 

indicates the element wise operation. The last output in 

every step of time is calculated using the new cell state and 

the output gate. This gate controls how much information 

gets sent to the output, it's found as a point-wise 

multiplication of value from output gate with hyperbolic 

tangent of updated cell state. The MRCN model, with the 

merging of these functions, is able to understand spatial 

characteristics from traffic pictures through MobileNet and 

temporal relationships in traffic information using 

recurrent connections. This makes it perfect for predicting 

congestions accurately within smart city surroundings. 

3.2 Sonar Sweep Optimization (SoSO) for Parameter 

Tuning  

The Sonar Sweep Optimization (SoSO) is a new 

optimization method that draws from the concept of sonar. 

The aim of this technique is to fine-tune the 

hyperparameters in machine learning models for getting 

improved results. In our study on forecasting traffic 

congestion, we used SoSO to optimize parameters in 

MobileNet Recurrent Convolutional Network (MRCN) 

model. Approximation and alteration of the parameters for 

sigmoid activation function constitute a significant aspect 

in this optimization.  

The sigmoid activation function is widely used in neural 

networks, especially for models dealing with outputs 

similar to probability. It is computed as follows: 

φ(x) =
1

1+e−x         (8) 

Where, φ(x) indicates the sigmoid activation function for 

input x. For the SoSO algorithm, when starting, the number 

of ships (agents) is set beforehand. This method is used 

often in algorithms inspired by nature to control 

computational resources efficiently. Normally, a larger 

quantity of agents enhances chances for locating an 

optimized solution as it permits broader investigation 

throughout the solution area. However, SoSO has an 

interesting characteristic that lessens the requirement for a 

lot of agents by increasing the exploration skills of every 

agent. When we begin the algorithm, we place these agents 

in different positions inside solution space. The starting 

process is very important because it determines initial 

search locations. The simplest and most frequent way to 

start these positions is with a random procedure, typically 

employing a normal distribution function. This randomness 

guarantees that the agents commence at different points in 

the solution area, thereby encouraging varied exploration 

right from initiation. 
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In the start of algorithm, we randomly set up the positions 

for agents within pre-determined boundaries of solution 

space. This step makes sure there's a variety in beginning 

point for searching process and covers wide range area 

within solution space. Every agent also gets given an 

effective radius and intensity. The area in which the agent 

can look for solutions is determined by the effective radius, 

and its ability to find best solutions within this area is 

represented by intensity. These two parameters are very 

important because they give direction to how agents 

search. After setting these values, we start main loop of 

algorithm that repeatedly improves positions of all our 

agents. The loop goes on until a stop condition is met, like 

reaching the maximum number of iterations or getting to a 

good enough fitness level. The algorithm examines if a 

counter has arrived at an earlier set checkpoint. If this 

situation is true, then the agent will be moved to another 

position. This movement assists with discovering fresh 

regions within solution space and halts search process from 

becoming trapped in local optima. The effective radius for 

every agent is now changed as per the state of search. This 

change allows agents to either increase or decrease their 

search area, depending on the circumstances. So, the 

algorithm maintains a balance between exploring and 

utilizing solution space. The recalculating of intensity for 

each agent is similar to determining how successful they 

have been in finding better solutions. Those who find 

promising solutions can increase their intensity, making 

them better at detecting even more improved solutions 

during next iterations. 

4. Results and Discussion 

This section shows that the suggested model, the DTCN, 

has been validated and is considered strong. Validation is 

an important phase in creating any forecasting model. It 

makes sure the model works well on data it hasn't seen 

before, not just on the training set. We are using open 

source datasets, which provide traffic information from 

different smart city locations and cover a wide range of 

traffic scenarios. The chosen open source datasets for 

validation, Kaggle and GoogleMap, are quite varied in 

their traffic scenarios. They include city traffic congestion, 

movement on highways and even seasonal patterns within 

traffic conditions. These datasets provide extensive and 

data to test the model's ability to handle different kinds of 

traffic situations. Once these sets have been chosen, we do 

preprocessing steps before they go into our model. 

Standard preprocessing steps involve cleaning the data, 

normalizing it or feature extraction as required by our input 

pipeline setup stage. This aids in ensuring that the data is 

well-structured which enhances learning of model by 

assisting it to comprehend and utilize information 

efficiently. To understand more clearly how well the 

DTCN model performs, we use a variety of evaluation 

measures. These measures give us number-based results 

that can be used for comparison with other methods 

available now.  

Estimation of accuracy is the ratio of correctly predicted 

instances to the total instances. A higher value in this 

metric signifies better performance of model. Precision is a 

calculation that uses the total number of correct positive 

predictions made by the model and divides it by all 

positive predictions. Recall (Sensitivity) estimates the 

ability of our model to find and recognize all correct 

instances in the dataset. The F1 Score, which is a mix of 

precision and recall into one value, gives a single measure 

for comparing models. The Mean Absolute Error (MAE) is 

calculated using the average absolute difference between 

the predicted and actual values. The performance measures 

are estimated as shown in below: 

Accuracy =  
No of correct predictions

Total no of predictions
      (9) 

Precision =  
TP

TP+FP
      (10) 

Recall =  
TP

TP+FN
      (11) 

F1 − score =  2 ×
Precision×Recall

Precision+Recall
     (12) 

MAE =  
1

N
∑ (gi − ĝi)

2N
i=1      (13) 

RMSE =  √
1

N
∑ (gi − ĝi)

2N
i=1      (14) 

Where, TP – true positives, TN – true negatives, FP – false 

positives, FN – false negatives, N indicates the total 

number of observations, gi denotes the actual value, and ĝi 

represents the predicted value. Fig 2 shows the steps 

included in handling an input image through DTPN model. 

Three important images are shown in this figure: original 

input image, grayscale version of input image and 

predicted output image for traffic congestion. The 

progression of these visual elements provides a clear 

understanding about how data is processed and analyzed 

by this model to make predictions on traffic congestion. 

 

(a) 

 

(b) 

 

(c) 
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(d) 

 

(e) 

 

(f) 

 

(g) 

Fig 2. Sample input, grayscale and traffic congestion 

predicted output images 

The input image, as the name suggests, is where we begin 

with for estimating traffic congestion. It contains all 

necessary details that model will examine to identify and 

forecast levels of congestion. The reason behind 

converting it into gray scale is to simplify the image by 

reducing its data complexity. This part is very important 

because it lessens the computational burden and 

concentrates the analysis on changes in intensity instead of 

color details. Usually, colors are not as useful for 

identifying traffic congestion. The anticipated image 

output shows visually where the traffic jam areas are; they 

might be marked with separate colors or shades like gray 

(for instance). This gives a visual understanding of road 

conditions quickly, which helps in making decisions 

related to managing traffic.  

Fig 3 and Fig 4, together with Table 1 and Table 2, give a 

comparative study of different traffic congestion prediction 

models using the metrics: precision, recall, F1-score and 

accuracy on a Kaggle dataset. In Fig 3 it is shown how 

well models perform in terms of precision (vertical axis), 

recall (horizontal axis) as well as their F1-scores 

(size/color). The suggested Dynamic Traffic Prediction 

Network model shows much better results compared to 

traditional methods like Random Forests (RF), XGBoosts 

(XGB), LightGBMs (LGBM) and Improved May Fly 

Optimization with Light GBMs (IMFO-LGBM). The exact 

values for these metrics are provided in Table 1 which 

displays that the suggested model achieves almost perfect 

scores (Precision 99%, Recall 98.9%, F1-Score 99%). This 

underlines its superior ability to accurately predict traffic 

congestion. In Fig 4, we can see a comparison of the 

models according to accuracy. It confirms that DTPN 

model is very powerful because it has topmost accuracy 

among all models. This thorough comparison shows how 

strong and effective the DTPN model is for handling and 

forecasting traffic congestion in smart city settings, making 

it a hopeful solution for practical use. 

Table 1. Precision, recall and f1-score values for existing 

and proposed models 

Methods Precision Recall F1-score 

RF 81 80 81 

XGB 82 81 82.1 

LGBM 85 82.5 84.3 

IMFO-LGBM 88 88.2 88.2 

Proposed 99 98.9 99 

 

 

Fig 3. Comparison based on precision, recall and f1-score 

with existing models using Kaggle dataset 

 

Fig 4. Comparison based on accuracy with existing models 

using Kaggle dataset 
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Table 2. Comparison based on accuracy 

Methods Accuracy (%) 

RF 82 

XGB 83.2 

LGBM 86.7 

IMFO-LGBM 90 

Proposed 99.1 

 

 

Fig 5. Comparison based on MAE with existing models 

using Kaggle dataset 

Table 3. Comparison based on MAE 

Time 

scale 
RF XGB LGBM 

IMFO-

LGBM 
Proposed 

5 0.085 0.062 0.052 0.02 0.018 

10 0.09 0.078 0.059 0.025 0.015 

15 0.1 0.085 0.065 0.04 0.021 

20 0.11 0.09 0.08 0.045 0.032 

25 0.11 0.1 0.086 0.06 0.043 

  

 

Figure 6. Comparison based on RMSE with existing 

models using Kaggle dataset 

The MAE values for various models over time periods of 

5, 10, 15, 20 and 25 minutes are shown in Figure 5 and 

Table 3. Mean Absolute Error (MAE) is a measure used to 

understand prediction accuracy: it tells us how big 

mistakes on average are in a set of predictions without 

considering which way they miss the mark. When the 

MAE value is smaller, this indicates better model 

performance. The DTPN model is showing the least values 

of MAE on all scales of time, which means it has better 

accuracy in forecasting traffic congestion. In particular, 

when we consider a 5-minute time scale, this proposed 

method gives an MAE value as low as 0.018. This result is 

exceptionally good when compared to other models like 

Random Forest (RF), XGBoost (XGB), LightGBM 

(LGBM) and Improved MayFly Optimization with 

LightGBM (IMFO-LGBM). When the time scale increases 

to 25 minutes, the DTPN model still performs best with an 

MAE of only 0.043 - a significant improvement over RF's 

0.11, XGB's 0.1, LGBM's 0.086 and IMFO-LGBM's value 

of just at about .06 for this larger timeframe bulkier 

prediction task. This steady performance in various time 

scales shows the DTPN model is strong enough for 

handling predictions of traffic in both short-term and long-

term periods. 

In the same way, Figure 6 and Table 4 show the RMSE 

values for matching models and time spans. The RMSE is 

about measuring how much variation there is between 

predicted and observed values, with a stronger reaction to 

bigger errors because of its quadratic character. Smaller 

RMSE numbers signify forecasts that are more precise and 

have less big errors. The DTPN model we suggest gives 

the smallest RMSE values for all time scales, showing its 

efficiency in making accurate predictions about traffic 

congestion. At a 5-minute time scale, this proposed model 

gets an RMSE of 0.02 that is much lower than the RF 

(0.09), XGB (0.08), LGBM (0.07) and IMFO-LGBM 

(0.03). Even on a bigger 25-minute time scale, DTPN still 

has the lowest RMSE of 0.063 compared to other models: 

RF (0.18), XGB(0.16), LGBM(149) and IMFO-LGBM(1). 

This similarity in lower RMSE values throughout different 

time frames shows how the DTPN model is good at 

reducing big prediction mistakes. This makes it dependable 

for predicting traffic jams in real time within smart city 

networks. 

Table 4. Comparison based RMSE 

Time 

scale 
RF XGB LGBM 

IMFO-

LGBM 

Propose

d 

5 0.09 0.08 0.07 0.03 0.02 

10 0.12 0.1 0.08 0.048 0.031 

15 0.14 0.13 0.11 0.06 0.04 

20 0.15 0.149 0.13 0.08 0.059 

25 0.18 0.16 0.149 0.1 0.063 
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The DTPN model demonstrates strong potential to alter the 

functioning of traffic control in smart cities, displaying the 

lowest MAE and RMSE values over all time scales 

examined. Its accuracy and reliability ensure that traffic 

authorities are able to make informed decisions for 

reducing congestion, improving flow of traffic and 

enhancing urban mobility. By outperforming other 

conventional or recent models, the DTPN model 

establishes a fresh benchmark in traffic prediction 

technology. This reveals its potential to bring significant 

progress in the area of city transport control, guiding 

towards smarter methods for handling urban traffic that 

promise better overall results. To sum up, the detailed 

comparisons with MAE and RMSE show that DTPN 

model can predict traffic congestion very accurately and 

with low error. This is a significant improvement 

compared to current methods. The results confirm how 

suitable the suggested model is for use in smart city 

settings. Here, precise and timely traffic forecasts are 

crucial to enhance transport effectiveness and reduce issues 

triggered by high levels of congestion. 

5. Conclusion 

This paper proposes a new framework, DTCN to forecast 

traffic congestion in smart city surroundings. The MRCN 

and SoSO techniques provide strong and effective 

solutions for managing traffic instantly. We have presented 

the DTPN model, which is a new and innovative 

framework designed to predict traffic congestion in smart 

city environments. The advanced methodologies used by 

this model include the MRCN for feature extraction and 

temporal modeling as well as SoSO technique that helps 

with hyperparameter tuning. This high-level technology 

solution shows promise in providing efficient management 

of traffic. The MRCN has excellent ability to extract 

features of space and time from traffic images, making it 

suitable for prediction purposes. Simultaneously, the SoSO 

is beneficial because it enhances the effectiveness of this 

model. It does so by optimizing its parameters using a 

method inspired by nature that ensures equilibrium 

between exploration and exploitation in searching for 

solutions. The DTPN model shows excellent results in our 

thorough evaluations with open-source datasets, especially 

from Kaggle. The superiority of the proposed model is 

evident across multiple metrics like precision, recall, F1-

score, MAE and RMSE. It consistently outperforms other 

approaches such as Random Forest (RF), XGBoost (XGB), 

LightGBM (LGBM) and Improved MayFly Optimization 

with LightGBM (IMFO-LGBM). The findings of the study 

indicate that the DTPN model is not only effective in 

predicting traffic congestion, but it can also be adjusted 

and scaled to fit various urban situations.  

The application of this model might result in significant 

improvements for managing traffic movement. It could 

potentially reduce congestion along with travel time and 

related environmental impacts. The DTPN model is a big 

advancement in intelligent transportation systems. It 

utilizes high-level techniques of machine learning and 

optimization algorithms, providing city planners as well as 

traffic controlling bodies with a powerful tool to enhance 

urban mobility. The future tasks will focus on refining this 

model more, incorporating real-time data flows and 

expanding its utilization within smart city frameworks to 

other domains. The model hopes to provide a smarter, 

more efficient and enduring solution for managing traffic 

in cities using DTPN deployment. Ultimately, this could 

result in improved global living standards. 
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