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Abstract: Cardiovascular diseases (CVD) continue to be an increasing worldwide health issue, requiring specialized diagnostic 

instruments for early identification and care. The proposed technique seeks to improve cardiac disease prediction by using a multi-modal 

approach that combines patient’s demographic data with raw ECG signals. This approach combines signal processing, feature extraction, 

and selection methods to enhance the predicted accuracy of the system. Thus, here we develop an application which can predict the 

vulnerability of a heart disease by giving details like age, gender, height, weight, etc., along with 12 lead ECG signal images provided in 

the PTB-XL dataset. This system method employs advanced Fast Fourier Transform (FFT) feature extraction technique, to extract 

informative features from ECG signals. Additionally, random forest classification algorithm is utilized for feature selection to identify the 

most discriminative attributes for prediction. The extracted features are then inputted into a Multi-Layer Perceptron (MLP) model, which 

is trained on a comprehensive dataset comprising patient demographics and ECG signals. 

Keywords: Electrocardiogram, Multilayer Perceptron, Random Forest, Multi-Modal, PTB dataset. 

1. Introduction 

Heart diseases include a wide range of disorders that 

impact the heart and blood arteries, such as arrhythmias, 

heart failure, and coronary artery disease. These conditions 

often manifest with diverse symptoms, making early 

detection challenging. Therefore, it is crucial to monitor 

heart attack episodes using electrocardiogram [15]. 

Predicting the presence or absence of heart disease in an 

individual using a multimodal approach involves 

integrating data from many types of data sources. In this 

particular context, the term "multimodal" refers to the use 

of diverse forms of data, including demographic details, 

medical records, and even data derived from 12 lead ECG 

signal images [4]. ECG signals provide significant 

diagnostic information. Consequently, there has been a 

consistent and thorough research effort dedicated to 

creating proficient and successful methods for processing 

and interpreting ECG data, specifically targeting the 

identification of vital and original diagnostic information 

[1]. Every electrical activity that occurs inside the heart is 

recognised and recorded by the ECG equipment. This 

explains the function of the intracardiac conducting tissue 

in the heart and uses its electrical characteristics to detect 

the existence of heart disease. 

ECG signals, which record the complex electrical patterns 

of the heart's activity over a period of time, provide a 

valuable wealth of data that may be used by advanced deep 

learning models. This work is highly significant in 

improving the understanding of heart prediction. The 

research aims to provide detailed insights into the 

connection between demographic data and ECG patterns 

by using a multi-modal approach and utilizing Multi-Layer 

Perceptron (MLP). 

2. Related Works 

Although the ECG is thought to be the most crucial tool for 

identifying and treating cardiac issues, interpreting ECGs 

is time-consuming and requires trained experts with 

specialized expertise. Furthermore, the number of devices 

capable of recording ECG data is expanding quickly. 

Adyasha Rath et al. [1] have addressed the problem of 

heart disease classification by using ECG samples from 

healthy people and heart disease patients as input data. The 

imbalanced dataset along with ML, DL and ensemble 

model were utilized to assess the patient’s heart disease 

detection performance. Finally, the analysis of various 

performance standards shows that the GAN-LSTM model 

outperforms the three performance measures considered in 

the research. 
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Kusuma S et al. [2] has used the publicly available datasets 

for ECG based cardiovascular disease prediction. The 

proposed model consists of three key phases: pre-

processing, feature extraction, and classification. Xinwen 

Liu et al. have examined research articles that methodically 

apply deep learning techniques to ECG diagnosis. The 

study offered deep learning techniques for categorising 

ECGs based on the appropriate algorithms. Then they 

provided a deep analysis of the models based on 

Generative Adversarial Nets, CNN, RNN, CNN-LSTM 

hybrid networks, Fuzzy deep neural networks (FDNN), 

Probabilistic Neural Networks (PNN), etc [3]. 

Mariya R. Kiladze et al. have introduced a multimodal 

neural network [4] designed to enhance the precision of 

identifying cardiac arrhythmias using patient data 

alongside ECG signals. They utilize a linear perceptron to 

process patient information and rely on an LSTM network 

for classifying ECG signals. However, a drawback of their 

system lies in the need for simultaneous access to both 

patient metadata and ECG signals. 

 Mohammed B. Abubaker et al. [5] have proposed a deep 

learning algorithm to forecast four primary cardiac 

abnormalities: irregular heartbeat, myocardial infarction, 

prior myocardial infarction, and normalcy, utilizing a 

publicly available dataset of ECG images from cardiac 

patients. Adyasha Rath et al. Two publicly available 

arrhythmia datasets, PTB-ECG and MIT-BIH, were 

utilized to train and validate the proposed models [6]. 

Furthermore, an ensemble classification model was created 

by integrating two of the best performing AE and SOM 

models using the majority voting approach.  

Hasnain Ali Poonja et al. [7] has a proposed approach to 

classify cardiac disorders (17 - classes) 45 individuals in 

the MIT-BIH Arrhythmia database. The SLR research 

found that current approaches face a variety of open issues 

when dealing with imbalanced data, limiting their practical 

usability and functionality [8]. Hossain et al. used machine 

learning algorithms [9] for heart disease prediction of 1190 

records from the UCI repository. 

 A medical framework technique for identifying 

abnormalities in ECG data associated with stroke illnesses 

was proposed by Anand Kumar et al. [10]. It introduced a 

paradigm for predicting stroke-related problems using 

ECG data and other features, based on the LSTM network. 

This study also showed that the model has a low efficiency 

overhead and is suitable for the early detection of stroke-

related illnesses. 

Attention-Based Convolutional Neural Networks 

(ABCNN), a novel deep learning model presented by Liu 

et al. [11], operate directly on raw ECG data and 

automatically identify significant correlations for efficient 

arrhythmia identification. It does this by utilising CNN and 

multi-head attention. The main objective is to differentiate 

arrhythmia from normal heartbeats and accurately detect 

heart diseases among the five types of arrhythmia. A 

model based on the χ 2 statistical model and Deep Neural 

Networks was proposed by P. Ramprakash et al. [12]. 

Overfitting and underfitting are no longer problems. On 

both test and training sets of data, this model performs 

better. 

A framework for the diagnosis and prognosis of heart 

illness is provided by Sajja et al. The five algorithms that 

are evaluated are C4.5, ID3, Random Forest, KNN, and 

SVM [13]. The UCI Cleveland database was used for the 

analysis. The SVM was found to be the most reliable 

process after data mining methodologies for these 

algorithms were assessed for consistency and usefulness. 

Using a variety of reference data, Syam Ahmad Jamil et al. 

used the trained ANN to identify cardiac anomalies [14]. 

For cardiac issues, the electrocardiogram (ECG) signal's 

amplitude and duration are utilised as input parameters. 

The artificial neural network (ANN) structure used in this 

work is a multilayer perceptron and the training strategies 

are Bayesian Regularisation , Lavenberg Marquardt and 

Backpropagation. 

Shinde et al., [15] demonstrated how real- time cardiac 

streaming or audio recordings of patients can be analyzed 

using deep learning approaches to forecast the patient's 

state of health. In order to attain higher prediction accuracy 

than currently published results, a hybrid deep neural 

network model that combines the inherent properties of 

convolutional and recurrent neural network models was 

constructed. Two different datasets from separate data 

science competitions were combined to create the dataset 

that the model was trained on. To improve the size and 

diversity of this merged dataset, data augmentation 

techniques have been applied. 

Irin Sherly et al., [16] amalgamated four databases and 

input 14 clinical features into an Ensemble model. Across 

all experiments, the accuracy rate consistently reached 99 

percent for the four datasets, surpassing other machine 

learning techniques and relevant academic studies.  

Irin Sherly et al., [17] examined the diverse sources of 

noise that impact the quality of ECG signals, elucidating 

their origins. Mitigating these noise sources poses a 

significant challenge. Various filtering techniques are 

applied to attenuate noise artifacts in ECG data. The 

effectiveness of these filters is assessed through Signal-to-

Noise Ratio (SNR) calculations and subsequent 

comparative analysis. 

Irin Sherly et al., [18] introduced an HBA-FRCNN for 

predicting Congestive Heart Failure (CHF) with enhanced 

diagnostic accuracy. Authors [19]  proposed leveraging 

machine learning models to aid in understanding the virus's 
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exponential dynamics on a daily basis and forecasting its 

future spread. The system developed by the authors [20]  

proposed a novel approach to heart detection leveraging 

the synergy of a Convolutional Neural Network (CNN) 

with the Aquila Optimization Algorithm (AOA) to create a 

Hybrid Deep Convolutional Neural Network (DCNN). 

This hybrid model is adept at analyzing ECG images, 

traditionally used for cardiovascular disease prediction. By 

integrating AOA, the DCNN optimizes weight parameters 

crucial for image analysis, thus enhancing prediction 

accuracy. Additionally, to enrich prediction performance, 

clinical data is incorporated alongside pre-processed ECG 

images. This innovative method capitalized on both visual 

information from ECG images and quantitative data from 

clinical records, culminating in a robust prediction 

framework. 

Authors [21] analyzed the extracted features to evaluate 

the effectiveness of RF in capturing relevant information 

from dengue datasets. Authors proposed a system which 

involved the use of cameras to capture images of wildlife 

intrusions. When an animal is detected near human 

habitats, a GSM notification and alarm are sent to forest 

officials, alerting them to the situation. Additionally, our 

system incorporated atmospheric monitoring to address the 

limitations of existing solutions. This refined prototype 

model enabled continuous detection and monitoring of 

wildlife intrusion [22]. 

Researchers [23] proposed a system which utilized 

OpenCV and face recognition technology to deliver 

auditory feedback, aiding blind individuals in recognizing 

people and text in real-time. By optimizing memory usage 

and processing time, the system achieved competitive 

performance, offering portability and user-friendliness as 

notable advantages. The authors [24] explored various 

deep learning methods for predicting CVD. Among these, 

convolutional neural networks (CNNs) stood out as the 

most effective, achieving a remarkable 94.2% accuracy in 

both training and testing phases. Deep learning constructs 

algorithms that enable artificial neural networks to make 

intelligent decisions based on datasets. ECG serves as a 

valuable specification for detecting cardiovascular 

diseases. 

Irin Sherly et al., [25]    offered an innovative method for 

extracting features from electrocardiogram (ECG) signals 

to forecast the likelihood of heart disease. Their approach 

blended wavelet transform and principal component 

analysis (PCA) to derive distinct features from ECG data. 

These features are then inputted into a machine learning 

model for predicting heart disease. 

Vinston Raja et al., [26] used datasets containing heart-

related information from five different countries namely 

Cleveland, Hungary, Switzerland, Long Beach, and Statlog 

was utilized. The accuracy of the MLR and RF models is 

assessed, and the most effective model is implemented in 

healthcare settings for diagnosing cardiac conditions. 

Yogalakshmi et al., [27] introduced a novel approach 

involving a deep learning boosting machine for gradients. 

Utilizing the Kaggle dataset, the proposed method 

outperformed existing techniques, boasting an accuracy 

exceeding 97%. Specifically, it achieved an accuracy rate 

of 98.91%, a recall rate of 97.76%, an F1 score of 97.25%, 

and a kappa score of 0.96. 

T.Judgi et al., [28] introduced an innovative distributed 

database designed to securely store voter information. 

Each voter's data is stored in the database along with a 

secret key and an electronic signature. They proposed a 

state-of-the-art electronic voting system built upon 

blockchain technology to address the shortcomings 

identified in the prior analysis. 

Irin Sherly et al., [29][30]  introduced a client 

abandonment prediction model, leveraging the Decision 

Tree algorithm, Random Forest algorithm, and Deep 

Learning algorithm. Specifically, the Deep Learning 

approach employed a Multilayer Perceptron Neural 

Network to develop the prediction model. The 

effectiveness of these algorithms are evaluated and 

compared based on their sensitivity. 

The system integrated cutting-edge robotics and aerial 

technology with advanced machine learning methods, 

specifically utilizing the VGG-SVM model. A drone 

equipped with a high-resolution camera captures real-time 

images of plant leaves, which are then processed by the 

VGG-SVM model to detect diseases. The VGG model 

facilitates deep feature extraction, while SVM ensures 

precise classification, enabling the system to effectively 

distinguish between healthy and diseased leaves [31]. 

3. Methodology 

3.1. Dataset Description 

PTB is a freely available dataset on PhysioNet for 

electrocardiography (ECG) analysis research, including 

arrhythmia identification, heart disease diagnosis, and 

ECG waveform analysis. 21,799 12-lead ECG recordings 

from 18,869 individuals. With a median age of 62 years 

and an interquartile range of 22, patients range in age from 

0 to 95 years. Approximately 52% are male and 48% are 

female. The dataset covers a wide range of diseases and a 

fraction of healthy control samples. Normal ECGs, 

myocardial infarctions, ST/T alterations, conduction 

abnormalities and     hypertrophy     are diagnosed. PTB-

XL dataset is Ideal for developing and evaluating ECG 

analysis algorithms and models in cardiology, biomedical 

engineering, machine learning, and artificial intelligence. 

3.2. Proposed System 

The proposed technique as in Fig 1 seeks to improve 
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cardiac disease prediction by using a multi-modal approach 

that combines patient’s demographic data with 

electrocardiogram (ECG) signals. The method aims to get 

a full picture of cardiovascular health by integrating 

demographic information such as age, gender, height, and 

weight variables with precise analysis of ECG signals as in 

Fig 2. 

 

Fig.1. Architecture Diagram of prediction system 

 

Fig.2. Workflow Diagram of the prediction approach 

 

 

3.2.1. Preprocessing 

At first, the dataset is obtained, which includes raw ECG 

signals and demographic information such as age, gender, 

height, weight, and ECG recordings from several leads. 

The ECG signals are subjected to thorough preprocessing, 

which includes the use of the Infinite Impulse Response 

(IIR) noise reduction approach as in Fig 4.  

 

 

Fig.3. Pre-Processed Demographic Data 

 

Fig.4. Signal Pre-Processing 
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The purpose of this process is to remove unwanted artifacts 

and improve the clarity of the signal. At the same time, 

demographic data is normalized using One hot encoder and 

min max normalization algorithm and scaled to guarantee 

consistency and reduce biases as in Fig 3. The 

preprocessing procedures lead to the creation of a refined 

dataset that is optimized for input into the MLP algorithm. 

3.2.2. Feature extraction 

The system utilizes the Fast Fourier Transform (FFT) 

approach for extracting important attributes from ECG. 

This process improves the model's ability to make accurate 

predictions. Signal processing applications like 

electrocardiography (ECG) analysis display signals as 

amplitude values over time. Complex signals may contain 

temporal data that is difficult to discern. The Fast Fourier 

Transform (FFT) mathematically converts a signal from 

time to frequency. It examines a signal and breaks it down 

into its frequencies to help comprehend its frequency 

components. Features extracted using Fast Fourier 

Transform (FFT) is fed into machine learning models for 

classification. The extracted features are mean_magnitude, 

mean_phase, std_magnitude, std_phase of all the leads 

along with patient’s data such as age, gender, height, 

weight and scp_codes. 

 

3.2.3. Feature selection 

Our model development used the Random Forest method 

to improve heart disease prediction accuracy and 

dependability. A powerful ensemble learning technique 

called Random Forest combines many decision tree 

forecasts to get results that are more reliable and consistent 

as in Fig 5. 

 

Fig.5. Selected Features Using Random Forest 

 

Random Forest feature selection is used to identify the 

most important ECG signal dataset attributes. ECG signal 

characteristics included several heart function aspects. The 

information was fed to a Random Forest model that 

labelled each ECG signal occurrence with heart illnesses or 

anomalies. The Random Forest algorithm used ECG data 

input attributes to predict these classifications. Once 

trained, the Random Forest model produced feature 

significance scores for each input feature. Based on feature 

importance scores, the most significant qualities were 

selected. The top features with the highest importance 

ratings or qualities that exceed a relevance criterion is 

included in the selection criteria. 

3.2.4. Multi-Layer Perceptron 

In the proposed case the dataset model is partitioned into 

training and testing sets. 80% for training and 20% for 

testing. This stage is critical for constructing a reliable 

prediction model. The model is accessed for accuracy, 

precision, recall, F1 score, and specificity after training it 

with three hidden layers and activation functions. These 

measures showed how well the model classified cardiac 

illness and distinguished real positives from false positives. 

MLP can forecast and resist overfitting and noise, making 

it ideal for real-world applications with variable data 

quality. 

4. Results and Discussion 

PTB-XL dataset provides an extensive amount of 

electrocardiography (ECG) recordings from a varied 

patient group for machine learning algorithm training and 

validation. Over 21,000 ECG recordings from healthy 

people and patients with diverse heart diseases make up the 

PTB-XL dataset, which covers 12-lead ECG recordings.  

 

Fig.6. Distribution of PTB-XL Dataset Attributes 

We used a subset of the PTB-XL dataset with clinical 
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characteristics and ECG variables needed to predict cardiac 

disease. We carefully selected age, gender, blood pressure, 

cholesterol levels, and ECG waveforms to reflect the 

complexity of cardiovascular health and enhance our 

predictive model as in Fig 6. 

The PTB-XL dataset's SCP codes column is essential for 

defining ECG recordings' cardiac states. ECG data show 

cardiac problems that these codes designate. Each code 

represents a heart anomaly or pathology, helping 

researchers and healthcare practitioners detect and study 

cardiovascular disease trends. In the proposed system if the 

spc_code is 1 then presence of heart disease otherwise 

normal heart. As shown in Fig 7, the system targets 

specific heart ailments or diseases by adding SCP codes to 

the dataset. This allows machine learning models and 

diagnostic algorithms to detect and categorize cardiac 

disease using SCP annotations.  

Preprocessing the electrocardiogram (ECG) data entails 

applying filtering techniques and extracting relevant 

features in order to properly prepare the input for the 

multilayer perceptron (MLP) model. The MLP model then 

acquires the capability to categorize the data by utilizing its 

capacity to comprehend intricate patterns and connections 

within the data. The integration of these methods allows 

for precise and dependable identification of heart disease 

based on electrocardiogram (ECG) readings. 

 

Fig.7. SCP_Codes 

 

Fig.8. Performance Metrics of MLP Model 

In proposed system the Multilayer Perceptron (MLP) 

model is trained on electrocardiography (ECG) dataset 

showed promise in heart disease classification. With 76% 

test accuracy, the model classified ECG samples well. 

Precision, is 79%. This indicates that the approach reduced 

false positive diagnoses procedures in Fig 8. 

A recall (sensitivity) of 73% showed that the model could 

detect a considerable number of positive instances from the 

total positives. Medical diagnostics benefit from high 

recall to avoid missing essential patients. The F1 score, 

which balances accuracy and recall, was 76%, indicating a 

good balance between true and false positives. 

The model's specificity was 79%, demonstrating a 

moderate ability to identify negative situations among all 

genuine negatives. 

 

Fig.9. Performance Metrics of MLP Model 

Using the same dataset as our model, we trained both the 

CNN and MLP models. The MLP model used a 

feedforward neural network to flatten and input dataset 

features into fully connected layers in Fig 9. 

CNN used convolutional layers to extract ECG signals' 

sequential nature. Both models were trained and evaluated 

using the same dataset and a similar method for 

partitioning the data into training and testing sets. Both 

models were evaluated for accuracy, precision, recall, F1 

score, and specificity. 

 

Fig.10. Comparison of Evaluation Metrics Between MLP 

and CNN 
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In Fig.11. the confusion matrix shows true negative (TN), 

false positive (FP), false negative (FN), and true positive 

(TP) predictions. 514 true negatives indicate valid 

forecasts of heart disease-free persons in this matrix. 154 

false positives occur when the model predicts cardiac 

illness when it does not exist. 172 false negatives indicate 

that the model missed cardiac illness. Finally, 480 true 

positives indicate accurate heart disease forecasts. 

 

Fig.11. Confusion Matrix 

Table.1. Confusion Matrix for Heart Disease Prediction 

S.No Prediction Truth n Outcome 

 

1 

 

Normal 

 

Normal 

 

480 

True 

Positive 

 

 

2 

Presence 

of Heart 

Disease 

 

 

Normal 

 

 

172 

 

False 

Negative 

 

 

3 

 

 

Normal 

Presence 

of Heart 

Disease 

 

 

154 

 

False 

Positive 

 

 

4 

Presence 

of Heart 

Disease 

Presence 

of Heart 

Disease 

 

 

514 

 

True 

Negative 

 

With a graphical user interface as in Fig 12, the model 

becomes more intuitive and user-friendly, making it easier 

for anyone to interact with it. This results in an improved 

user experience and seamless integration into current 

clinical procedures.Users may easily input patient data 

and electrocardiogram (ECG) readings using the 

graphical user interface (GUI), making the process of 

acquiring data and inputting it into the model simpler. 

This user-friendly interface removes the requirement for 

users to directly engage with the underlying code or 

algorithms, so allowing the model to be used by a wider 

range of people, including healthcare professionals with 

less programming knowledge. 

 

Fig.12. Graphical User Interface for the prediction system 

 

Fig.13. Performance metrics for MLP model 

5. Conclusion 

This study advances machine learning for heart disease 

prediction. We developed a Multilayer Perceptron (MLP) 

model with a user- friendly GUI to help healthcare 

professionals diagnose and treat cardiovascular diseases. 

Preprocessing the PTB-XL dataset included feature 

selection and data cleaning to assure data quality and 

relevance. The SCP codes column helped detect cardiac 

anomalies, guide feature selection, and improve model 

diagnostic accuracy. Using the pre-processed dataset, the 

MLP model was trained and evaluated with an emphasis 

on F1 score, accuracy, precision, and recall. The model 

showed good accuracy and balanced performance across 
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many assessment criteria. A GUI transformed the user 

experience, giving healthcare practitioners an easy way to 

engage with the prediction model. The GUI enabled 

smooth data entry, real-time prediction, and performance 

measure display, enabling informed patient care decisions. 

In the future, including additional datasets and 

characteristics improves the model's prediction power and 

allow it to detect more cardiovascular diseases along with 

improving the prediction model.  
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