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Abstract: The evolving landscape of the Business-to-Client (B2C) model across the globe is reshaping service delivery paradigms and 

transforming consumer perceptions of service providers, thereby revolutionizing customer experiences. This paradigm shift directly 

impacts airline companies that offer multiple service tiers, necessitating ongoing promotional strategies to attract and retain customers. 

Moreover, in addition to attracting new passengers, it is equally vital for airlines to retain existing ones. Therefore, comprehensive research 

is imperative to comprehend customers’ perceptions and conduct post-flight customer satisfaction surveys to delve into the factors 

influencing their decision-making processes. By gaining insights into these crucial causal factors, airlines can tailor their services to better 

meet customer expectations and enhance overall satisfaction levels. To address these challenges, this paper proposes a hybrid model 

comprising Deep Autoencoder (DAE) and Genetic Algorithm (GA) techniques for optimizing feature extraction. Utilizing eleven Machine 

Learning (ML) models as baseline predictors, the study endeavors to forecast passenger satisfaction levels. Furthermore, each ML model 

is intricately combined with the AE-GA optimization framework to conduct in-depth customer satisfaction experiments. Conducting a 5-

fold cross-validation analysis in each experimental setup, the study highlights the efficacy of the proposed optimization strategy in 

significantly enhancing the predictive performance of ML methods in forecasting customer satisfaction levels. 

Keywords: Airline, Autoencoder, Genetic Algorithm, Customer Experience, Optimization. 

1. Introduction 

Over the past decade, global economic growth and in- 

creased multiple interconnections have spurred the 

emergence of numerous airline companies worldwide. In 

the face of intense competition among both new entrants and 

established players, airlines are adopting innovative 

strategies to maintain their competitive edge. Among these 

strategies is a keen focus on understanding the factors that 

influence passenger satisfaction for pre-and-post flight 

cases. According to Leon and Martín [1], factors such as 

service levels and onboard facilities play a crucial role in 

gaining a competitive advantage in the airline industry. 

Moreover, customer satisfaction is a multifaceted concept 

that revolves around two crucial pillars: customer loyalty 

and customer trust [2]. At its core, customer loyalty refers 

to a buyer’s steadfast commitment to purchasing products, 

services, and brands from a particular firm over an extended 

period, irrespective of competitive alternatives. This 

unwavering loyalty is deeply intertwined with the attitudes 

and behaviors that define customer satisfaction. 

Understanding customer behavior, therefore, is key to 

deciphering the intricacies of customer satisfaction [3]. By 

delving into the dynamics of consumer decision-making 

processes, businesses can gain valuable insights into the 

factors that influence customer loyalty. Al-Mashraie et al. 

[4] advocate for ongoing research aimed at unraveling the 

complexities of customer behavior, identifying potential 

drivers of customer turnover, and exploring innovative 

strategies for customer retention. 

To better comprehend passenger satisfaction, various 

Machine Learning (ML) techniques are being employed to 

analyze passenger datasets [5]. Feature selection and 

reduction with ML models have shown promising results in 

enhancing accuracy levels [6, 7]. By leveraging these 

insights, airlines can enhance the quality of their services, 

ultimately fostering customer loyalty. Furthermore, recent 

studies have extensively compared different ML algorithms 

to identify the most-performing models for customer 

satisfaction in airlines. For instance, Bhargav and Prabu [8] 

compared the novel hybrid Random Forest (RF) model with 

the K- Nearest Neighbour (KNN). Findings revealed a 

notable advantage for the hybrid RF model, showcasing 

superior ac- curacy compared to KNN. The result revealed 

an advantage for the hybrid RF model, showcasing superior 

accuracy compared to KNN. Furthermore, the findings 

underscore the importance of leveraging advanced 

analytical techniques to analyze airline operations and 

improve overall customer satisfaction. However, many of 

the MLs lack appropriate feature selection optimizations. 

Meanwhile, conventional ML methods heavily rely on 

hand-crafted feature selection processes, which are time- 
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consuming, energy-intensive, and often require expert 

domain knowledge [9]. In recent times, Deep Learning (DL) 

models have emerged as a powerful alternative, capable of 

automatically extracting features during data training. DL 

has been effectively applied across various domains, 

demonstrating its versatility and efficiency. For example, it 

has been instrumental in imaging [10], medical diagnostics 

[11], precision agriculture [12], stock market analysis [13], 

climate science [14], banking [15], human resource 

management [7], and education [16]. The array of 

techniques used in these various applications consists of 

Multilayer Perceptron (MLP) [17], Convolutional Neural 

Network (CNN) [9], Recurrent Neural Network (RNN) 

[18], Long Short-Term Memory (LSTM) [13], Gated 

Recurrent Units (GRU) [19], and AutoEncoders (AEs) [20]. 

While these techniques have revolutionized the way data is 

processed and analyzed, leading to more efficient and 

accurate outcomes across various fields, AEs have had a 

significant impact. AEs are especially effective in 

addressing a wide range of challenges, including the curse 

of dimensionality [20], anomaly detection [21], and image 

enhancement [22]. Their ability to learn compact 

representations of data makes them invaluable for reducing 

dimensionality, thereby simplifying complex datasets 

without significant loss of information. Additionally, AEs 

excel in identifying anomalies by learning the normal 

patterns in data and flagging deviations, and they are 

instrumental in image correction and enhancement tasks by 

reconstructing images to remove noise and imperfections. 

On the other hand, optimizing the feature extraction process 

for effective training of models has been a significant focus 

in recent advances in ML [23, 24]. It is believed that with 

the application of appropriate optimization techniques, 

models can be trained more effectively to achieve optimal 

performance. Various optimization techniques have been 

proposed in the literature, including ant colony optimization 

[25], firefly-spider optimization [23], arithmetic 

optimization [24], multi-objective rain optimization [6], 

Genetic Algorithm (GA) optimization [6], Brownian 

motion-based butterfly optimization [18], and fuzzy particle 

swarm optimization [6]. These methods aim to enhance the 

accuracy and efficiency of ML models by refining the 

feature selection process. 

This paper, therefore, proposes a hybrid approach 

combining Deep-AE (DAE) and GA with various ML 

models, set out as a comparative study, to determine which 

model performs best for customer satisfaction in the airline 

industry. The AE is utilized for feature reduction, while the 

GA optimizes the feature reduction process for optimal 

results. The ML models serve as baseline models, which are 

later integrated with the AE-GA process. The integration of 

AE and GA significantly improves the performance of the 

ML models, enhancing the overall accuracy of customer 

satisfaction prediction in the airline industry. 

2. Related Works 

Ouf [26] conducted a study on the application of DL using 

the adaptive moment estimation (Adam) optimization 

algorithm to enhance classification performance. This 

approach was applied to the airline passenger satisfaction 

dataset from the Kaggle repository, addressing the often-

overlooked issue of dataset quality. The study validated the 

proposed method by comparing it against Artificial Neural 

Networks (ANNs), RF, and Support Vector Machines 

(SVMs) applied to the same dataset. The experimental 

results demonstrated that the proposed method 

outperformed previous studies, achieving a remarkable 

accuracy of 99.3%. Guimarães et al. [27] introduced an ML-

based decision support models for various stages of flight 

management, including strategic, pre-tactical, tactical, and 

post-operation phases. The research focused on predicting 

missed flight connections at an airline’s hub airport using 

historical flight and passenger data, analyzing factors 

contributing to the predicted outcomes for each decision 

horizon. The dataset used was high-dimensional, 

heterogeneous, imbalanced, and noisy, lacking specific 

information about passenger transit times. Data balancing 

with Gaussian Mixture Models, and boosting were 

employed. Findings show that the model achieved an area 

under the curve (AUC) of the receiver operating 

characteristic (ROC) higher than 0.93. 

Furthermore, Chen et al. [28] studied integrating multi-

source big data to enrich the feature dimensions of airline 

passengers while ensuring the privacy of their information. 

The model aimed to create detailed user profiles to 

accurately identify high-value passengers. The study 

showed improved AUC and Kolmogorov-Smirnov (KS) 

values compared to the traditional models using single-

source data. Wang et al. [29] tackled the inefficiency of 

random advertisements in predicting passenger willingness 

to pay for seat selection, which often resulted in user fatigue 

and decreased engagement. They proposed the Bagging in 

Certain Ratio Light Gradient Boosting Machine (BCR-

LightGBM) model to address this issue. The experimental 

results indicated that BCR-LightGBM outperformed twelve 

comparison models in terms of ROC-AUC and F1-score. 

Similarly, Pranav and Gururaja [30] examined an ML 

approach to enhance customer experience with airlines 

using a dataset provided by a real but anonymized airline. A 

stacking ensemble model was employed, utilizing logistic 

regression (LR), RF, and DT classifiers as base learners, 

with XGBoost as the meta-classifier. The XGBoost 

outperforms the best base learner (RF) by 2.6%. Also, 

Mottini and Acuna-Agost [31] focused on modeling air 

passenger choices of flight itineraries, traditionally handled 

by Multinomial Logit model (MNL). A Pointer Network, 

which combines Recurrent Neural Networks with the 

Attention Mechanism was proposed to solve the challenge 

in MNL. The model was evaluated using a dataset 
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combining online user search logs and airline flight 

bookings. Results indicated that the Pointer Network-based 

model outperformed the traditional MNL model across 

several metrics. 

In a similar approach, Mirza et al. [20] explored deep-

correlated AE model for competitive customer-dependent 

applications. The model specifically addresses the challenge 

of determining customer churn. The proposed technique 

uses the deer hunting optimization algorithm (DHOA) to 

optimize the feature selection process. The experimental 

evaluation conducted on a proprietary dataset demonstrated 

that the approach significantly outperforms existing 

methods, highlighting its effectiveness in enhancing 

customer churn prediction. Haridasan et al. [24] focused on 

developing an arithmetic optimization algorithm (AOA) 

integrated with a stacked bidirectional long short-term 

memory (SBLSTM) model to predict customer churn in the 

telecommunications industry. To improve the customer 

churn prediction (CCP) performance, the AOA is applied 

for optimal hyperparameter tuning of the SBLSTM model. 

Extensive simulations using a benchmark dataset 

comprising 3333 samples and 21 features demonstrated the 

superior performance of the AOA- SBLSTM model, 

showcasing its potential in effectively forecasting customer 

churn. Garimella et al. [23] proposed a CCP using an 

optimized DL classifier built within the Spark architecture 

to handle large-scale telecom data. The proposed model 

based on CNN uses the Firefly-Spider Optimization (FSO) 

algorithm to optimize the training process. The 

effectiveness of the prediction model was tested using the 

Churn in Telecom dataset, yielding impressive performance 

metrics, with a maximal dice coefficient, accuracy, and 

Jaccard coefficient of 0.9461, 0.9476, and 0.9480 

respectively. 

In summary, these studies collectively highlight the 

advancements in using ML techniques to enhance various 

aspects of airline operations, from improving passenger 

satisfaction to optimizing operational decision-making and 

marketing strategies. 

3. Methodology 

 The section below discusses the approaches in this paper.  

3.1. Framework of the proposed approach 

The architectural framework of the proposed approach 

comprises three major phases. First, the dataset undergoes 

feature reduction using a DAE. This is achieved by 

designing the AE with a bottleneck at its midpoint, enabling 

the reconstruction of input data and effective feature 

reduction. The reduced features generated by the DAE are 

then utilized for optimization. The GA optimization process 

in the second phase involves three fundamental stages: 

selection, crossover, and mutation, as detailed in the 

subsequent section. The output from the GA optimization is 

then fed into various ML algorithms for classification and 

clustering. Among the classification and clustering 

algorithms, the one with the highest accuracy is selected as 

the primary algorithm. The primary algorithm is then 

hybridized with the remaining algorithms, as illustrated in 

Fig. 1. This approach ensures optimal performance in 

predicting customer satisfaction in the airline industry. 

 

Fig. 1.  Architectural Framework of the proposed approach. 

3.2. Deep AutoEncoder 

The DAE consists of two symmetrical deep neural 

networks, typically comprising n layers, based on the neural 

network theorem. The process begins with the input vector, 

which is compressed into a smaller dimension through the 

encoder layer, featuring fewer neurons than the input layer. 

This compressed representation is then decompressed 

through the decoder layer to reconstruct the input data [32]. 

DAEs are commonly used for feature reduction or feature 

extraction. The DAE architecture includes three standard 

layers: the input layer, the hidden layer, and the output layer, 

as shown in Fig. 2.  
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In this paper, the DAE is employed for feature reduction. 

The encoder part of the DAE learns to interpret the input 

data and compress it into a reduced feature set, defined by 

the bottleneck layer. The decoder then takes this compressed 

representation from the encoder and attempts to reconstruct 

the original input data. Once the DAE is trained, the decoder 

is discarded, and the encoder is used to compress the input 

dataset into a reduced vector output via the bottleneck layer. 

An AE is defined with the encoding and decoding parts as 

in (1) and (2) respectively: 

𝑥𝑛 = ∑ 𝐸𝑛
𝑛
𝑗=1 (𝑊𝐸𝑛

𝑥0 + 𝑏𝐸𝑛
) 

 (1) 

 

𝑥′ = ∑ 𝐷𝑛(𝑤𝐷𝑛
𝑥𝑛 + 𝑏𝐷𝑛

)𝑛
𝑗=1  

 (2) 

where 𝐸𝑛 and 𝐷𝑛 are the encoding and decoding functions 

of the hidden layer 1 … 𝑛, 𝑤 represents the weights, and 𝑏 

the bias. 

 

Fig. 2.  The design of the DAE network. 

3.3. Genetic Algorithms 

GAs are stochastic global search optimization algorithms 

developed in recent years with inspiration based on the 

biological theory of evolution through natural selection 

[33]. The theory suggests that traits which enhance survival 

are more likely to be passed on to subsequent generations. 

GA incorporates principles of genetics and natural selection 

to find optimal or near-optimal solutions to complex 

problems.  

In GAs, key concepts such as “Population,” 

“Chromosome,” and “Gene” are employed. While the 

population represents a subset of all potential solutions, 

comprising a set of chromosomes, each chromosome, in 

turn, is composed of a series of genes, as illustrated in Fig. 

3. Accordingly, optimizing a model using GA involves three 

fundamental operators, including selection, cross-over, and 

mutation (For further reading see [33]). 

 

Fig. 3.  Structure of genetic algorithm. 

3.4. Hybrid Approaches in ML 

Generally, the hybrid ML techniques are based on the 

combination of different approaches of classifier and 

clustering techniques [34], including i.) classifier-to-cluster 

shown, ii.) cluster-to-classifier, iii.) cluster-to-cluster, and 

iv.) classifier-to-classifier, as shown in Fig. 4 (a) to (d), 

respectively. 

The idea behind the hybrid most often is that the first 

algorithm serves the purpose of “pre-processing”, feature 

selection, or reduction. The result from the first algorithm 

then being replaced on the original dataset is then used to 

train the second algorithm which could provide better 

results than a single individual algorithm. In this paper, the 

ML algorithm with the highest baseline accuracy is used as 

the first ML algorithm in the hybrid techniques. The 

process, therefore, involves the combination of classifier 

and classifier or classifier and cluster as the experimental 

results reveal.  

 

Fig. 4.  Hybrid model mechanism (a) classifier with cluster, (b) cluster with classifier, (c) cluster with cluster, and (d) 

classifier with classifier. 
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3.5. ML Classification Approaches 

The following ML models considered in this paper include 

SVM, DT, KNN, MLP, LR, Birch, Multinomial NB, 

Agglomerative clustering, and Kmeans. 

3.5.1. SVM 

SVM is a versatile classification technique that can be used 

to address both classification and regression problems. It is 

renowned for its strong theoretical foundations, excellent 

generalization performance, and flexibility in handling 

high-dimensional data. A critical component of SVM is the 

hyperplane, which serves as the decision boundary that 

distinguishes between different classes. The dimensionality 

of the hyperplane is determined by the input features of the 

data. Formally, the hyperplane is defined by (3): 

(𝑤. 𝑥) + 𝑏 = 0        (3) 

where 𝑤 ∈ ℝ𝑁 and 𝑏 ∈ ℝ 

The decision function for classification in SVM is then 

expressed in (4) as: 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛((𝑤. 𝑥) + 𝑏)  (4) 

To determine the optimal hyperplane, SVM seeks the 

hyperplane that maximizes the margin between the two 

classes. This is achieved by solving a constrained quadratic 

optimization problem. The solution, 𝑤, can be expanded in 

(5) as: 

𝑤 = ∑ 𝛼𝑖𝑥𝑖𝑖         (5) 

where 𝛼𝑖  are the Lagrange multipliers corresponding to the 

training patterns that 𝑥𝑖 lie on the margin. The 𝐶 and the 𝛾 

are key parameters for SVM optimization, aside from the 

kernel functions (rbf, poly, linear, sigmoid) [35]. 

3.5.2. DT 

DT is a type of ML algorithm that iteratively splits the data 

based on specific parameters to create a model that predicts 

the value of a target variable. The structure of a DT consists 

of two main entities: decision nodes and leaves. Decision 

nodes represent the points where the data is split, while 

leaves represent the final decision or outcome of the tree. 

DT operates by selecting the best attribute to split the data 

at each node, based on a criterion that maximizes the 

separation of the classes [36]. This pro- cess continues 

recursively until a stopping criterion is met, such as a 

maximum depth or a minimum number of samples per leaf. 

According to Mitrofanov and Semenkin [37], five common 

parameters define the DT, including i.) types of predicates 

at the vertices ii.) quality functional Q(X, j, s) of the split, 

iii.) stopping criterion, iv.) missing values processing 

method, and iv.) the pruning method to prevent overfitting. 

Methods include cost complexity pruning and reduced error 

pruning. 

3.5.3. KNN 

KNN is a supervised learning method used for both 

regression and classification problems. In this paper, KNN 

is employed to address classification problems. The 

algorithm operates on the principle of proximity, making 

classifications by grouping individual data points based on 

their similarities. For example, as depicted in Fig. 5, if there 

are four squares and two triangles near a new data point, the 

algorithm classifies the new point as a square due to its 

proximity to the majority category [38]. 

The symbol “K” in KNN represents the number of nearest 

neighbors considered when making a classification 

decision. The choice of K is crucial as it determines the 

number of neighbors that influence the classification of a 

new data point. As a lazy algorithm, it stores all the training 

data and makes decisions only at the time of classification. 

Using a distance metric such as the Euclidean distance [3, 

39], KNN is expressed in (6) as:  

𝑑(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)
2𝑛

𝑖=1  

       (6) 

 

Fig. 5.  KNN model using proximity method [38] 

3.5.4. MLP 

MLP is a widely known network structure utilized for 

solving classification and regression tasks. In a feed-

forward network of MLP, data moves in a forward direction 

from the input to the output layer, trained by 

backpropagation utilizing multiple layers of nodes 

interconnected with unidirectional connections [40]. Each 

node's outputs consist of weighted units along with a 

nonlinear activation function to differentiate non-linearly 

separable data expressed in (7) as: 

𝑦𝑗
𝑘 = 𝜎(∑ 𝑤𝑖

𝑘𝑗
𝑖 𝑥𝑖

𝑘−1 + 𝑏𝑗
𝑘) 

       (7) 

The 𝜎(𝑥) is defined as the activation function, while 𝑦𝑗
𝑘 

represents output, 𝑤𝑖
𝑘𝑗

 is the weight, and 𝑏𝑗
𝑘 is the “bias.” 

3.5.5. LR 

LR is a supervised learning algorithm useful to conduct 

classification tasks when the dependent variable is binary. 
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LR bounden data coded with only 2 possible outcomes 

between 0 and 1 or yes and no. This algorithm estimates the 

probability of an event occurring based on the given dataset 

of independent variables. LR predicts 𝑃(𝑌 = 1) as a 

function of 𝑋 given the set of inputs and the output is 

obtained by a function [41]. In LR, the output can be 

obtained through the equation [42]. It is defined as the 

probability estimation of an event occurring or not as 

follows in (8): 

𝑝𝑟𝑜𝑏(𝑦) = {
1
0

=
𝑒𝛼0+∑ 𝛼𝑘𝑓𝑘

𝐾
𝑘=1

1−𝑒𝛼0+∑ 𝛼𝑘𝑓𝑘
𝐾
𝑘=1

       (8) 

where y is a binary target variable depicting the occurrence 

of the event (e.g., 𝑦 = 1 if an event occurs and 0 otherwise), 

𝑓1, 𝑓2, … , 𝑓𝑘 are the explanatory features as inputs into the 

model while the regression coefficients estimated by the 

maximum likelihood based on the training data available 

are𝛼1, 𝛼2, … , 𝛼𝑘.  

3.5.6. NB 

NB-algorithm utilizes the Bayes theorem for classification 

tasks with a strong assumption that the attributes are 

conditionally independent, given the class [38]. As a result, 

the likelihood or probability density of characteristics 𝑋 

(feature matrix) given class 𝑌 (response vector) forms the 

foundation of NB classification. The posterior probability, 

P(c|x), can be calculated using the Bayes theorem method 

expressed in (9) as: 

𝑃(𝑐|𝑥) =
𝑃(𝑥|𝐶)𝑃(𝐶)

𝑃(𝑥)
        (9) 

where P(c|x) is the posterior probability of the class (target) 

given predictor (attribute), P(c) is the class prior probability, 

P(x|c) is the likelihood which is the probability of the 

predictor given class, and P(x) is the predictor prior 

probability. The posterior probability is further defined in 

(10) as: 

𝑝(𝑌 = 𝑦𝑘|𝑋1 … 𝑋𝑛) =
𝑃(𝑌 = 𝑦𝑘)𝑃(𝑋1 … 𝑋𝑛|𝑌 = 𝑦𝑘)

𝛴𝑗𝑃(𝑌 = 𝑦𝑗)𝑃(𝑋1, … 𝑋𝑛|𝑌 = 𝑦𝑘)
 

=
𝑃(𝑌=𝑦𝑘)𝛱𝑖𝑃(𝑋𝑖|𝑌=𝑦𝑘)

𝛴𝑗𝑃(𝑌=𝑦𝑗)𝛱𝑗𝑃(𝑋𝑖|𝑌=𝑦𝑗)
        (10) 

where 𝑋 is the input vector, (𝑋1, 𝑋2, ⋯ , 𝑋𝑛) and 𝑌 is the 

output category. NB uses Bernoulli, Gaussian, or 

Multinomial parameters depending on the task or data type 

[42, 43]. 

3.6. Clustering Approaches 

3.6.1. KMeans 

KMeans is an unsupervised ML technique used to identify 

clusters within a dataset. This algorithm operates through 

two main processes: expectation and maximization. During 

the expectation step, each data point is assigned to the 

nearest centroid, whereas, in the maximization step, the 

mean of all points in each cluster is computed and set as the 

new centroid. These steps are repeated iteratively until the 

centroids no longer change significantly, indicating that the 

algorithm has converged. 

3.6.2. Birch 

Birch (Balanced Iterative Reducing and Clustering using 

Hierarchies) is a clustering algorithm designed to efficiently 

handle large datasets by first summarizing the data into 

smaller clusters, which can then be further clustered. 

Additionally, these small summaries can be clustered using 

other algorithms after the initial summarization. Birch is 

exceptionally fast because it requires only a single scan of 

the dataset, making it ideal for large datasets. The algorithm 

con- structs a Clustering Features (CF) tree, which 

compresses and summarizes the data, using less memory 

and improving performance [44]. 

3.6.3. AC 

Agglomerative Clustering (AC) as an unsupervised learner 

organizes data into several clusters, ensuring that data points 

within the same cluster are similar and close to each other, 

while data points in different clusters are distinct and far 

apart. This algorithm is a type of hierarchical clustering, 

employing a bottom-up approach. It begins by partitioning 

the dataset into individual singleton nodes and progressively 

combines them with the nearest data points to form new 

nodes. This process continues until no final node remains or 

the specified stopping conditions are met [45]. The distance 

between two clusters is measured using Euclidean Distance, 

which is calculated using (11) [46]. 

𝑑(𝑥, 𝑦) = √(𝑥1 − 𝑦1)2 + (𝑥2 − 𝑦2)2 + ⋯ (𝑥𝑝 − 𝑦𝑃)
2
 (11) 

3.7. Dataset 

The original dataset consists of 25977 survey entries from a 

US airline [47]. There are 24 feature columns with 1 binary 

label column. The description of each feature is presented in 

Table 1. The description of each feature is presented in 

Table 1. 

Table 1. The description of the airline dataset   

Feature Description 

Counter 
The counter of 

each row  

ID 
The ID of the 

passenger 

Gender 

Gender of the 

passengers 

(Female, Male) 

Customer Type 

The customer type 

(Loyal customer, 

disloyal customer) 

Age 
The actual age of 

the passengers 

Type of Travel 
Purpose of the 

flight of the 
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passengers 

(Personal Travel, 

Business Travel) 

Class 

Travel class in the 

plane of the 

passengers 

(Business, Eco, 

Eco Plus) 

Flight Distance 
The flight distance 

of this journey 

Inflight wifi 

service 

Satisfaction level 

of the inflight wifi 

service (0: Not 

Applicable;1-5) 

Departure/Arrival 

time convenient 

Satisfaction level 

of 

Departure/Arrival 

time convenient 

Ease of Online 

booking 

Satisfaction level 

of online booking 

Gate location 
Satisfaction level 

of Gate location 

Food and drink 
Satisfaction level 

of Food and drink 

Online boarding 
Satisfaction level 

of online boarding 

Seat comfort 
Satisfaction level 

of Seat comfort 

Inflight 

entertainment 

Satisfaction level 

of inflight 

entertainment 

On-board service 

Satisfaction level 

of On-board 

service 

Legroom service 

Satisfaction level 

of Legroom 

service 

Baggage handling 

Satisfaction level 

of baggage 

handling 

Check-in service 

Satisfaction level 

of Check-in 

service 

Inflight service 
Satisfaction level 

of inflight service 

Cleanliness 
Satisfaction level 

of Cleanliness 

Departure Delay 

in Minutes 

Minutes delayed 

when departure 

Arrival Delay in 

Minutes 

Minutes delayed 

when Arrival 

Satisfaction 

Airline 

satisfaction level 

(Satisfaction, 

neutral or 

dissatisfaction) 

 

3.8. Data Preprocessing 

In the pre-processing stage, features, including ID and 

counter were removed since they do not contribute to the 

model training. A missing value process was also performed 

ensuring no missing instances in the dataset 

3.8.1. One Hot encoding 

One hot encoding [48] was used to transform features, 

including “Gender”, “Customer Type”, “Type of Travel”, 

“Class” and “Satisfaction.” 

3.8.2. Normalization 

Following [49], data normalization was carried out on the 

numeric feature in the dataset to ensure quality data is fed 

into the model. The Z-score normalization in (12) was 

employed in this instance, which is adaptive to outlier 

resolution. 

𝑍 − 𝑠𝑐𝑜𝑟𝑒 =
𝑥−𝜇

𝜎
  (12) 

3.9. Model Development 

Three model development approaches were adopted in this 

paper. They include models through ML classifiers, models 

via clustering, and models with the highest accuracy 

hybridization. The first two approaches were set up as a 

baseline, while the third approach uses the proposed model 

in the approach to form the hybrid model. For the baseline 

model, the following classifiers were used, including SVM, 

LR, DT, KNN, MLP, Multinomial-(MNB), and Gaussian- 

(GNB), while for the clustering approach, Kmeans, Birch, 

Meanshift, and AC were used. A 5-fold cross-validation 

(CV) was used for the classifiers to ensure training is pre- 

vented from overfitting. The result obtained with the highest 

accuracy together with the result from the clustering 

technique was used as a baseline model to hybridize with 

the proposed DAE+GA. 

4. Results 

4.1. Baseline Models 

The baseline models were trained on the airline dataset 

using a 5-fold CV to split the data, effectively preventing 

overfitting. Default parameters were used for each baseline 

ML model. Accuracy was used as the basis for evaluation, 

and the performance of the baseline models is depicted in 

Fig. 6. The results show that the DT achieved the highest 

accuracy score of 85.54%, followed by GNB. In contrast, 

K-means exhibited the lowest accuracy score of 16.18%, 

followed closely by Birch.  

It was generally observed that the clustering methods 

performed less than the supervised ones. The poor 

performance observed might result from clustering 

algorithms struggling in high-dimensional spaces, where 

distances lose meaning. Moreover, both K-means and Birch 

assume data is linearly separable, a condition that may not 

hold for the airline dataset. 
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Fig. 6.  Performance comparison of baseline models 

4.2. Hybrid model 

In the hybrid model experimentation, the DT model with the 

highest accuracy serves as the primary algorithm in the 

optimization process of DAE+GA. The resulting output is 

then utilized in the secondary algorithm using each of the 

baseline ML models again. The hybridization concept is 

illustrated in Table 2, while the performance of these hybrid 

models is depicted in Fig. 7. Employing the same 5-fold 

cross-validation to split the data, it was noted that the hybrid 

SVM achieved the highest accuracy score at 92.68%, 

closely trailed by KNN. Conversely, K-means and Birch 

yielded notably lower scores of 25.73% and 40.83%, 

respectively. In general, the clustering methods exhibited 

inferior performance compared to the supervised approach. 

Table 2. Proposed hybrid model 

Best Method 

in Base + 

Optimization 

Technique 

Algorithm 2: 

Classification 

Task 

DT+DAE-

GA 

optimization 

SVM 

DT 

KNN 

MLP 

LR 

K-means 

Birch 

Meanshift 

MNB 

GNB 

  AC 

 

 

Fig. 7.  Performance comparison of hybrid models 

Additionally, the findings from the analysis underscore the 

notable improvements achieved by employing the 

DAE+GA optimization process, particularly in enhancing 

the accuracy scores of the baseline DT model as the first 

algorithm. As illustrated in Fig. 8, the observed 

enhancements signify the efficacy of this approach, with 

significant implications for the training process, especially 

concerning the second algorithm. 

Furthermore, the percentage (%) performance change 

analysis, detailed in Table 3, provides further insights into 

the magnitude of improvement across various ML 

algorithms when comparing the baseline models to the 

proposed approach. Notably, the Kmeans algorithm stands 

out with the highest observed improvement of 59.02%, 

showcasing the substantial impact of the DAE+GA 

optimization. This significant enhancement underscores the 

effectiveness of incorporating the proposed approach, 

particularly for algorithms like Kmeans that traditionally 

face challenges in certain datasets. 

 

Fig. 8.  Performance comparison across all models 

Conversely, while the Meanshift algorithm exhibited the 

lowest improvement at only 0.94%, its inclusion in the 

analysis underscores the comprehensive evaluation of 

various clustering techniques. Even though clustering 

methods generally showed lower performance compared to 

supervised approaches, this detailed examination provides 

valuable in- sights into their potential for improvement 

through optimization processes like DAE+GA. The 
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variation in models’ performance is presented in Table 3. 

Table 3. Percentage Improvement 

Models 
Percentage 

(%) 

SVM 39.30% 

DT 3.31% 

KNN 36.51% 

MLP 8.94% 

LR 9.07% 

K-means 59.02% 

Birch 11.07% 

Meanshift 0.94% 

MNB 27.44% 

GNB 1.93% 

AC 29.92% 

5. Discussion 

This study investigated a hybrid model combining DAE and 

GA with selected ML models, including both classifiers and 

clustering techniques. The ML models were initially used as 

baseline learners to establish a performance benchmark. The 

first round of experiments identified DT as the top-

performing baseline model, achieving an accuracy of 

85.54%. This established DT as a robust foundation for 

further optimization. In the hybrid approach, DT was 

integrated with DAE-GA to create an optimized model, 

referred to as the first algorithm. This optimized model was 

then combined with various second algorithm ML models 

to generate final predictions. Notably, the hybrid model 

DAE-GA-DT+SVM achieved the highest accuracy of 

92.68%, representing a significant improvement over the 

baseline DT model. 

The integration of the DAE-GA-DT optimized model with 

various ML models resulted in notable improvements in 

accuracy across all second algorithm models. The 

percentage changes in accuracy for each model are 

summarized in Table 3. Of particular interest is the 

significant improvement observed in the SVM algorithm, 

which recorded a 39.30% increase in accuracy. This 

substantial enhancement underscores the effectiveness of 

the DAE+GA optimization approach, positioning SVM as a 

standout performer among the evaluated models. This 

finding aligns with [35], who also reported significant 

performance gains through optimization techniques. The K-

Nearest Neighbors (KNN) algorithm also showed 

remarkable improvement with a 36.51% increase in 

accuracy, demonstrating the broad applicability and 

effectiveness of the hybrid model. Similarly, the Adaptive 

Clustering (AC) algorithm exhibited a notable enhancement 

of 29.92%. 

Furthermore, the clustering techniques, while typically 

lagging behind supervised approaches in standalone 

performance, benefited significantly from the hybrid 

optimization. For instance, K-means showed a substantial 

59.02% improvement, highlighting the potential of 

DAE+GA in enhancing clustering algorithms' performance. 

Birch and Mean Shift algorithms also demonstrated 

improvements of 11.07% and 0.94%, respectively, 

indicating varied yet positive impacts of the optimization 

process. 

The application of heuristic algorithms for optimizing ML 

models in this study is consistent with the methodologies 

used in existing research [6, 25, 41]. The proposed approach 

shows competitive performance when compared with [3], 

who achieved 89.20% accuracy with Random Forest (RF) 

on the same airline dataset. This comparison underscores the 

competitive edge and robustness of the hybrid DAE+GA 

optimization approach. 

The findings from Noviantoro and Huang [38] emphasize 

the importance of prioritizing specific service types that 

airlines need to focus on, based on big data analysis of 

passengers on full-service airlines. Their study aims to 

enhance passenger satisfaction and loyalty by identifying 

and improving key service areas. In contrast, our study was 

oriented towards providing an optimal prediction of 

customer satisfaction through the application of advanced 

ML models and hybrid optimization techniques. By 

leveraging the DAE-GA optimization approach, our study 

not only identifies key predictors of satisfaction but also 

significantly improves the predictive accuracy of these 

models. 

Overall, the results suggest that while clustering techniques 

may still trail behind supervised methods in raw 

performance, the application of DAE+GA optimization 

demonstrates considerable promise in bridging this gap. The 

observed improvements across various algorithms, 

particularly in SVM, KNN, and AC, underscore the 

potential of heuristic optimization in enhancing ML model 

efficacy. The hybrid model approach not only enhances 

performance metrics but also provides a robust framework 

for integrating different ML techniques for superior 

predictive accuracy [15, 20, 26, 30]. 

6. Conclusion 

This paper has presented an experiment aimed at assessing 

the predictive capabilities of a hybrid model combining 

DAE, GA, and ML algorithms. The objective was to 

determine the effectiveness of the hybrid approach 

compared to traditional algorithms. The results obtained 

from the experiment demonstrate that indeed, the hybrid 

model surpassed the performance of conventional methods. 

The implications of the findings in this paper are twofold. 

Firstly, it underscores the effectiveness of the hybrid model 

approach in leveraging diverse data sources and advanced 

optimization techniques to enhance predictive accuracy. 

Secondly, it highlights the evolving landscape of feature 
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importance within the airline industry, emphasizing the 

need for adaptive modeling approaches to capture changing 

passenger preferences and industry dynamics. Moving 

forward, the integration of hybrid modeling methodologies 

and a dynamic feature selection process will be instrumental 

in developing robust predictive models capable of 

addressing the evolving needs of the airline sector in a post-

pandemic world. 

The emergence of the COVID-19 pandemic in 2019 has 

significantly altered the landscape of airline operations, 

introducing a heightened emphasis on adhering to Standard 

Operation Procedures (SOPs) to ensure passenger safety. 

Consequently, factors related to SOPs have become pivotal 

in assessing passenger satisfaction. As passenger priorities 

continue to evolve, there is a noticeable shift towards 

placing greater importance on in-flight hygiene measures 

over traditional amenities such as in-flight entertainment. 

In future research work, it is imperative to incorporate 

SOPs-related factors into the framework for evaluating 

airline customer satisfaction. Furthermore, future work 

should explore the effectiveness of alternative optimization 

algorithms in comparison to GA. Experimenting with 

different optimization techniques can provide valuable 

insights into their respective strengths and weaknesses in 

enhancing the performance of hybrid models. 
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