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Abstract: To accommodate the ever-increasing number of pupils, automated short answer grading (ASAG) has recently attracted interest 

in the field of education. We take a look at the latest developments in ASAG research as it relates to the impact of recent advances in ML 

and NLP on the discipline. In this study, we add to the existing literature by giving a thorough evaluation of newly published methods 

that use deep learning techniques. We focus in on the shift from features that are hand-engineered to representation learning methods, 

which automatically learn task-specific features from massive data sets. Word embeddings, sequential models, and attention-based 

strategies frame our examination of deep learning methods. We found that learned representations alone do not help to produce the 

greatest outcomes, but they rather function in a complimentary fashion with hand-engineered features, which is how deep learning affects 

ASAG differently from other domains of natural language processing. Combining the strength of the semantic descriptions offered by 

modern models with the meticulously constructed characteristics, such as in transformer designs, is undoubtedly the key to top 

performance. We highlight problems and suggest a future research agenda for tackling them. 
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1. Introduction 

The success method to gauge students' mastery of the 

concepts used to be the written answers that have proved 

their merit since olden times. Short answer questions 

challenge students to express their own way of 

understanding in their own words therefore, these 

questions give us a glimpse of the depth of knowledge 

that the students have beyond what the multiple choice 

assessments can reveal. Nevertheless, the task of 

moderation of the essay-type answers necessarily 

laborious, and the inspectors get the enormous job after 

it. Consequently, it means these things cannot be 

evaluated as frequently as they should be and nor can 

they be evaluated widely. The same answer is still not 

rated the same by different human graders. The 

advantage of automated grading for short answers is that 

it would assign precise, former equations and high-speed 

feedback to the students.  This would thus reduce 

instructors' workload. [1] Previous efforts to automated 

grading were strongly anchored on knowledge of the 

surface nature of an answer/response such as word 

matching, n-gram overlying and manual guidelines 

provided against a reference textAlthough this can point 

out the obvious concordance or discordance, it is actually 

a narrow and inflexible analysis. Semantically valid 

responses constructed using synonyms, wrong answers 

that are built from the right elements, and creative 

interpretations which include nuances would demonstrate 

instances where such methods would be incapable of 

generating responses which are coherence and 

semantically suitable. [2] 

Several papers on robotic short answer grading have 

been published as many researchers investigate how the 

exceptional linguistic skillsets developed in the areas 

such like question answering and procedural generation 

can be adapted to meet the specific requirements of 

automatic short answer grading. The objective can be 

viewed in a variety of ways: either the task can be cast as 

a semantic similarity computation, or multi-task learning 

where rubrics and grades are manually designed for 

augmentation, or meta-learning in which graduating 

evaluating methodology was derived from the data have 

shown potential. This first part is a summary of the 

present situation with respect to the usage of transfer 

learning in the field of automated short answer 

grading.[3] 
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2.Review of literature 

BayerM (2022) [4] When data is few, it becomes much 

more difficult to construct a categorization model. The 

problem may be solved using the domain knowledge that 

the PLMs have gained. After being pretrained with 

massive datasets spanning several domains, PLMs need 

fine-tuning using task-specific in-domain datasets. When 

compared to pretraining from scratch, the data needed to 

fine-tune PLMs is small ().  

Burrows et al., (2022) [5]There have been several 

advancements in the ASAG challenge, including neural 

networks and more conventional methods (). Previous 

research only included students' written comments. Since 

some subjects like mathematics, physics, and 

programming include both textual and non-textual 

characters like symbols, it is necessary to concentrate on 

these areas when doing the ASAG job. To address 

ASAG in this area, it is crucial to use new technology.  

3. Objectives 

• To provide an extensive discussion of the 

current research developments in automated 

short answer grading (ASAG), emphasizing 

mostly deep learning methods and particularly 

the representation learning techniques, which 

replace handcrafted features. 

• To identify the challenges and the future 

research directions in ASAG, particularly in the 

area of combining hand-engineered features 

with the semantic representations learnt by deep 

learning models, such as transformer 

architectures, to achieve the best performance. 

4. Statement of the problem 

The automatic grading of short answer responses is a 

difficult natural language processing problem with 

significant applications in education. Human graders are 

able to understand the semantics and intent behind a 

student's answer and assess whether it demonstrates the 

required knowledge, even if the wording differs from a 

reference answer. Nevertheless, implementing these 

automated systems which can grade short answers with 

human-like comprehension is still an open problem. The 

common techniques based on lexical similarity or pattern 

matching usually are fragile, which fail at meaning 

extraction. Transfer learning, where models pre-trained 

on large text corpora are fine-tuned on the target task, 

has been successful in grading by using representations 

that encode semantic knowledge.  

5. Significance of the study 

The fact that short answer responses can be 

automatically and accurately graded has great 

implications for education at all levels. Manual grading 

is labour-consuming, expensive, and vulnerable to 

mistakes. An efficient grading system that is automated 

would be an opening to a more frequent assignments 

giving more rapid feedback loops to boost student 

engagement and learning. In addition to the conventional 

multiple-choice tests, short answer questions are more 

effective in assessing a student's understanding of the 

concepts and their ability to express them in their own 

words. Therefore, as a key component of a holistic 

assessment, devising automated approaches to grade 

handled responses is a must. Transfer learning 

employing large pre-trained language models which 

encode general semantic knowledge that could then be 

transferred to the grading task via fine tuning in 

consideration of context specificity shows particular 

promise. If the project is successful, this could overcome 

the brittleness of hand-crafted rules and shallow 

similarity metrics.  

6. Research methodology 

Three sections make up the survey. In the first section, 

we go over several key benchmark data sets that are used 

to test ASAG algorithms. With their unique qualities, the 

data sets enable us to assess several facets of ASAG 

systems' generalizability, such as the quality of responses 

to questions that were not present during training or that 

pertain to unfamiliar subjects or domains.  

In Part 2 of the survey  we follow the development and 

enhancement of methods depending on traditional 

machine learning techniques and manually constructed 

feature sets, and in Part 3 we follow the development and 

improvement of methods based on more contemporary 

deep learning techniques. Their ability to extract 

representations of text that are rich in semantic 

information are of great interest to us. We provide an in-

depth analysis of newly published approaches and 

discuss current advances and trends in ASAG.  

Scope 

Automated grading of brief replies, as stated by the 

following criterion, is our primary area of interest:  

(1) Rather than just reporting passages from the 

supplied prompt text, the response should represent the 

student's knowledge.  

(2) The answer should be offered in natural language.  

(3) The answer should be roughly 50 words long, 

although it may include up to around 1,000 words.  

(4) The answer's substance, not its quality of writing, is 

graded;  

(5) The question's closed-form constrains the range of 

viable solutions.  
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The majority of ASAG methods that have been 

published in the last few years have been developed to 

aid in efficient grading in educational settings and are 

based on supervised learning methodologies. The goal of 

using unsupervised techniques like ranking or clustering 

to group comparable student responses was to make 

grading more consistent; these approaches may be used 

in conjunction with supervised learning methods.  

When it comes to actual exams, the question pool is 

either somewhat increased or stays the same, with the 

same questions reused, for courses whose material 

doesn't vary much over time. Because of this, there are 

several possible solutions to the same problems, which 

may serve as inputs for training models that can be 

optimised during their lives. Here, supervised learning-

based automatic grading systems are mostly studied 

using labelled questions, reference answers, and student 

replies. As a result, we zero attention on supervised 

techniques, which are widely used for ASAG, and 

provide more accurate assessments since they are trained 

with labelled right responses.  

Investigative procedures 

The following procedures made up our semi-systematic 

strategy for the literature review: a) searching scientific 

databases using keywords; b) concentrating on 

benchmark data sets and the techniques experimented 

with on them; and c) doing a search in reverse using the 

references of relevant articles.  

We used the most popular scientific databases—

ScienceDirect, Google Scholar, ResearchGate, Semantic 

Scholar, and arXiv—to find applicable articles. We 

adjusted our primary search phrases, which included 

"short answer grading," "digital assessment of students," 

"automated assessment," and "automatic grading 

system," based on the findings. After that, we choose the 

articles that report on the most popular benchmark data 

sets . The publications that suggest automated grading 

systems were able to be included in the review, even if 

they used somewhat different task definitions. Lastly, we 

collected more articles by perusing the reference lists of 

the previously chosen ones. Number of citations and 

publication year, topical agreement and practical 

applicability, and testing on comparable data sets were 

the selection criteria.  

In order to find the most up-to-date trends and 

advancements, we paid particular attention to the articles 

published in the last five years. A rising tide of scholarly 

interest in ASAG systems and their potential pedagogical 

applications has been reflected in the recent surge in 

paper publication counts.  

Evaluating Data Sets for Short-Answer Questions 

There have been tests of existing approaches on many 

data sets, including SciEntsBank, Beetle, Delhi, ASAP-

SAS, and others. There are a lot of ways in which these 

datasets vary, including the amount of questions, the 

kind of questions, the topic, the language, the grading 

system, and the length of the replies. The findings 

presented in the primary research articles of the 

methodologies we examined form the basis of our study. 

Since their testing often only included portions of the 

whole data sets, it is not always feasible to draw direct 

comparisons between their results. The fundamental 

reason for this is because the public data sets have 

distinct properties and compositions. We do not include 

some data sets in our study because they are confidential 

or because their source is unclear.  

This evaluation primarily focuses on the four most 

popular data sets used for ASAG technique 

benchmarking: SciEntsBank, Beetle Delhi, and ASAP-

SAS. They are freely available to the public and include 

a variety of response domains, so we can test automated 

grading systems in all their glory. In addition, they 

ensure that the current approaches are compared fairly. 

What follows is a description of the data sets, together 

with details on the tasks and applications that inspired 

their creation. We provide a brief overview of the 

properties and features of the data sets that were taken 

into consideration in Table 1.  

Table 1:Specific details on the SciEntsBank, Beetle, Delhi2012, and ASAP-SAS reference datasets. "Additional 

information" specifies whether there is any other textual material for the assignment beyond the question itself. 
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SciEntsBa

nk 

4,969 40.41

% 

12 135 37 13 110 1 No 2-way, 3-

way, 5-

way 

classifica

tion 

Yes 

Beetle 17,198 42.49

% 

2 50 366 10 80 1 No 2-way, 3-

way, 5-

way 

classifica

tion 

Yes 

Delhi2012 2,442 44,22

% 

1 90 29 18 173 1 No Score 

between 

0 

and 5 

  

Yes 

ASAP-SAS 17,207 21.57

% 

4 10 1,721 42 325 1 Yes Score 

between 

0 and 2 

or 

between 

0 and 3 

Yes 

 

Data sets of SciEntsBank and Beetle 

The goal of the SemEval 2013 competition, which 

includes the SciEntsBank and Beetle data sets, is to find 

frequent errors such omissions and incorrect or 

thematically unrelated statements so that individualised 

correction techniques may be developed. A variety of 

short response grading methods are intended to be tested 

in this challenge.  

Models may be trained on 2-, 3-, and 5-way task 

problems using the three sets of labels included in the 

datasets. Each response in the 3-way task is marked as 

either right, contradictory, or wrong, but in the 2-way 

test it's just right or wrong. The Recognising Textual 

Entailment (RTE) task comprises the 2-way and 3-way 

problems. Examining the ability to distinguish between 

non-domain, accurate, incomplete, contradictory, and 

irrelevant responses is the goal of the 5-way task. 

Tutoring conversation systems are the target of this 

effort.  

SciEntsBank.Questions from a standardised test 

administered to students in Delhi's third through sixth 

grade are included in the SciEntsBank data collection. 

See Table 1 for specifics; the dataset comprises 5,000 

responses to 135 questions across 12 categories. A 2-

way, 3-way, or 5-way categorization may be necessary 

for the necessary grading, depending on the category of 

the domain. 

Beetle.The Beetle data set is purpose-built to evaluate 

students' interactions with a genuine tutorial conversation 

system, in contrast to the SciEntsBank data set. High 

school physics and electrical and electronics basics are 

covered in the system. The data set was created by 

revising the conversations and using the relevant 

responses to queries, excluding the interaction protocol. 

Questions might be factual or seek an explanation or 

clarification. On average, there are 366 student responses 

to each of the 47 questions in the corpus. Unseen 

questions and answers are the only kind included in the 

Beetle collection. 

University of Delhi data set 

A lot of people utilise the data set from the University of 

Delhi (Delhi2012) to compare and contrast how well 

different automated grading systems work. The book 

includes 32 students' responses to 82 questions, for a 

total of almost 2400 question-answer pairings. The 

typical length of a response is fifty word tokens. The 

questions are compiled from two exams that test 

students' foundational understanding of computer science 

and two sets of assignments. A score between zero and 

five is assigned to each response by two evaluators. 

Numerical grades are assigned. Since there were no hard 

and fast criteria for grading, the two evaluators' 

combined score is taken as gospel.  

Data set from ASAP-SAS 

The ASAP-SAS data set was published in 2023 as a 

result of a Kaggle competition. It stands for Automated 

Student Assessment Prize Short Answer Scoring. The 

test includes 10 questions covering a variety of subjects, 

such as science, English, biology, and English language 

arts. Both the training data set and the test set include a 

total of 17,207 and 5,224 responses, respectively, with an 

average of 1,700 answers per question. The typical 
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length of a response is 50 words, however a tiny 

percentage of answers (less than 5%) also exceed 100 

words. A score between zero and two or three is assigned 

to each question.  

Taxonomy 

First, there are the classic ASAG methods that used 

hand-crafted features and classical machine learning 

(CML) techniques like logistic regression and support 

vector machines; second, there are the deep learning 

(DL) methods that use feature design as a learning 

problem in conjunction with predictive model training. 

Word embedding, and sequential models, are the two 

subcategories of the second category of approaches; 

these subcategories reflect the stages of development of 

natural language processing methods.  

Word2Vec and other word embedding methods seek to 

represent words with comparable semantics using nearby 

vectors in a latent space that has been learnt. The data 

included in massive text databases may be adequately 

described by these machine-learned representations. The 

second set of techniques, which includes RNN and 

LSTM based systems, took into consideration longer-

range linkages in word groups and larger sentences while 

developing their algorithms. To better depict sentences 

and paragraphs, these models take into account the 

longer-distance relationships between words in a phrase.  

7. Results and Discussion 

• Hands-On Design And Automated Learning 

A combination of a standard machine learning classifier, 

such Logistic Regressor, Support Vector Machine, 

Random Forest, or Naïve Bayes, and feature vectors 

taken from the raw text was used in the majority of the 

studies that were examined. Ensemble techniques, which 

combine the predictions of several classifiers, formed the 

basis of some of the examined systems. Here we take a 

look at various techniques, organise them into groups 

based on the characteristics used to describe the text 

(lexical, syntactic, and semantic elements), and provide 

further details on how they work in current methods. 

Keep in mind that very few methods really used feature 

sets that included a mix of various kinds of 

characteristics. This complicates matters when trying to 

determine which feature or set of characteristics is 

inherently better. The findings shown in Table 3 on their 

performance on benchmark data sets. 

Lexical characteristics 

An essential part of the first ASAG systems were 

algorithms for calculating word overlap. By estimating 

the degree to which two or more sample sentences 

overlap either in terms of words or characters, overlap-

based features are able to quantify the number of words 

that occur in both the student's and the reference's 

answers. These approaches were often used in 

conjunction with other pre-processing techniques, such 

stemming or lemmatization, to provide even better 

results. The authors examined the effects of three 

different word overlap calculation techniques on ASAG 

system performance and compared them in. The methods 

were the dice coefficient, the jaccard coefficient, and the 

cosine coefficient. Using these techniques, we may 

determine how similar two phrases are by counting the 

number of words that overlap in them. According to the 

authors, the cosine coefficient helped get the greatest 

results when estimating sentence similarity. In order to 

further enhance the performance of an ASAG system, a 

weighted cosine coefficient was used. Different methods, 

such as cosine and Lesk similarity, determined the raw 

amount of overlapping words and computed various 

string similarity scores. The authors also used lexical 

characteristics to calculate sub-tree matching, which 

included tallying the number of overlapping words and 

word stems. Features based on word overlap between the 

reference response and the student's answer were used by 

the writers in.  

Characteristics of syntax 

In order to quantify crucial information about a 

sentence's meaning, syntactic characteristics identify and 

characterise the functions and interdependencies of the 

words inside it. To deduce the meaning of a textual 

response, one must be able to characterise the link 

between words. Parse trees and dependency n-grams or 

part-of-speech tagging (POS tags) are basic ways to 

extract syntactic information from text. By classifying 

words according to their syntactic relationship, such as 

verb and subject, dependency n-grams are formed. In 

order to calculate syntactic characteristics, n-grams 

consisting of combinations of POS tags were generated 

in. After that, we compared each response to a reference 

answer and graded it based on the content using the 

reliance of words in sequences.  

Semanticfeatures 

Sentence semantics are not captured by lexical features, 

while syntactic features capture them to a lesser degree. 

Consequently, in order to more effectively compute 

similarity across sentences, more advanced 

characteristics were developed by using knowledge-

bases to identify the meaning of words. Various 

similarity measures were utilised in conjunction with 

computational methodologies based on Latent Semantic 

Analysis (LSA) and Explicit Semantic Analysis (ESA) , 

as well as knowledge sources such as WordNet . To 

represent the semantic link between words that induce 

hyponyms and synonyms, WordNet uses word models. 

To improve the incorporation of words' semantic 
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meaning, several strategies used Wordnet in conjunction 

with similarity measures. As a corpus-based similarity 

approach, LSA uses a multi-dimensional semantic space 

to represent words as vectors. After showing greater 

performance than word and n-gram vectors, this 

approach became widespread.In order to improve the 

relevance of individual words, LSA was used to measure 

their similarity and then coupled with a word-weighting 

factor in. It was shown that ESA, which was built to 

employ Wikipedia knowledge extraction, performed as 

well as LSA, or even better, in certain instances. Using 

WordNet-based preset context vectors, the authors of 

included semantic similarity. 

By averaging or adding up the embedding for individual 

words. Word and sentence embedding outperform earlier 

features that were hand-engineered when it came to 

capturing semantic information in textual data.In the 

second group of approaches, recurrent neural networks 

(RNNs) are used to represent the sequential properties of 

textual data; LSTM-based RNNs are among the most 

prominent. 

Table 2:Unless otherwise noted, we guarantee accuracy in our reports. The variables Fˆ, FM, and Fm represent different 

averages of the F1 score. QW-K is a measure of quadratic weighted kappa. RMSE is the root mean square error. 𝜌 is the 

Pearson's correlation coefficient. 

Ref. Year Classifier 

SciEntsBank Beetle 

Delhi2012 Other 2-

way 

3-

way 
5-way 

2-

way 

3-

way 

5-

way 

[6] 2012 SVM - - - - - - 

0.518 

(p)<br>0.998 

(RMSE) 

- 

[7] 2012 kNN - - - - - - - 
0.79 Eng-lish 

Dev. Corpus 

[8] 2012 
Decision 

Tree 
- - 

0.29 

(Fx)<br>0.42 

(Fm) 

- - - - - 

[9] 2013 
SVM, Naive 

Bayes 
0.612 0.55 0.421 0.648 0.523 0.464 - - 

[10] 2013 Naive Bayes 
0.696 

(F) 

0.606 

(F) 
0.464 (F) - - - - - 

[11] 2013 
Logistic 

Regression 
- - 0.524 (F) - - 

0.659 

(F) 
- - 

[12] 2013 

SVM, 

Logistic 

Regression 

0.684 0.612 0.486 0.77 0.624 0.588 - - 

[13] 2013 

Bagged 

Decision 

Tree 

0.726 0.649 0.527 0.724 0.538 0.513 - - 

[14] 2015 

Random 

Forest 

Regressors 

- - - - - - 

0.61 

(p)<br>0.86 

(RMSE) 

0.78 (QW-

K)<br>ASAP-

SAS 

[15] 2016 SVM 
0.605 

(F) 
- 0.48 (F) - - - - - 

[16] 2017 
Random 

Forest 
- - 0.56 (F) - - - 

0.85 

(p)<br>0.63 

(RMSE) 

- 

[17] 2018 
Logistic 

Regression 
- - 0.565 (F) - - - 0.82 (RMSE) - 

[18] 2019 

Random 

Forest, 

Extreme 

Gradient 

Boosting 

0.775 0.719 0.59 0.81 0.643 0.644 - - 
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[19] 2020 
Random 

Forest 
- - - - - - - 

0.791 (QW-

K)<br>ASAP-

SAS 

 

By accounting for word sentences of varying durations 

and longer-range links between words in sentences, these 

approaches may capture the text's semantic features. 

Because of this, the prediction models were able to draw 

stronger and more accurate conclusions from the 

responses that were provided.  

Wordembeddings 

ASAG deep learning approaches using word embeddings 

essentially map words with comparable semantic 

meanings to nearby locations in a latent space. Word 

embeddings have been so effective because they capture 

all the text's rich semantic properties. While these 

techniques performed a better job of evaluating word 

similarity, they weren't noticeably better than prior 

approaches when it came to representing whole 

sentences in ASAG systems. For example, pre-trained 

embedding models like Word2Vec andGloVe were used 

to produce word vector representations of text, which the 

authors examined using various similarity metrics in. 

When tested on the SemEval 5-way challenge, they 

discovered that embeddings of words and sentences 

performed below par. On ASAG challenges, models with 

hand-engineered features performed better than those 

using purely embedding-based techniques.  

Table 3:which are based on deep learning. Unless otherwise noted, we guarantee accuracy in our reports. The following 

variables are defined: Fˆ as the F1 score, QW-K as the quadratic weighted kappa measure, C-K as the Cohen’s Kappa, 

RMSE as the root mean square error, and 𝜌 as the Pearson’s correlation coefficient.  

Ref. Cat. Year 

SciEntsBank Beetle 

Delhi2012 Other 
2-way 3-way 5-way 

2-

wa

y 

3-

w

a

y 

5-way 

[20] DL3 2017 0.712  0.533 
0.

79 
 0.633 

0.818 

(p)<br>0.99

3 (RMSE) 

0.721 (QW-

K)<br>ASAP

-SAS 

[21] DL2 2017  

0.634 

(MAE)<br

>0.904 

(RMSE) 

0.34 

(p) 
  

0.61 

(p)<br>0.77 

(RMSE) 

  

[22] DL1 2018 0.752 0.654 0.540 -   
0.57 

(p)<br>0.90

2 (RMSE) 

 

[23] DL1 2019 - - - - - - - 

0.791 (QW-

K)<br>ASAP

-SAS 

[24] DL3 2019 - - - - - - - 

0.77 (QW-

K)<br>ASAP

-SAS 

[25] DL2 2020 
0.803 

(F) 
0.744 (F) 

0.656 

(F) 
- - -  

0.724 (F) 

Large Scale 

Industry 

Dataset 

[26] DL1 2020 -  0.503 

(F) 
- - - 

0.63 

(p)<br>0.91 

(RMSE) 

 

[27] DL3 2020 - 0.68 (F) - - - - - - 

[28] DL3 2021 - - - - - - - 

0.969 

(Acc)<br>0.9

99 

(F)<br>Chine

se data 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(4), 2037–2047  |  2044 

[29] DL3 2022 - - - - - - - 

0.889 

(Acc)<br>0.9

43 

(AUC)<br>R

eal world K-

12 

[30] DL2 
2022

3 
- - - - - - 

0.850 

(Acc)<br>0.

830 

(F)<br>Core

fitters 

 

 

When word-embeddings and hand-engineered features 

are used together, ASAG systems function well, but 

when word-embeddings are used alone, they don't 

always provide excellent results. Building a big feature 

set using a combination of learnt and hand-engineered 

features, for example, yielded excellent performance 

results. Features that capture the variety and style of 

formulation of the student replies are combined with 

regularly used text representations such as Word2Vec, 

Doc2Vec, POS tagging, and n-gram overlaps in the 

authors' suggested technique.  

Sequence-based models 

To strengthen the word and sentence representation and 

enhance the quality of the learnt features, ASAG was 

trained using sequential machine learning models. The 

writers checked the student's response against the 

reference answer by comparing the pairwise distance of 

their latent vectors. They demonstrated that automated 

grading systems and learnt representation quality are 

both enhanced by extracting semantic textual aspects 

using sequence-based models.  

The development of sequential NLP models and how to 

apply them to ASAG issues received more attention. In 

particular, we investigated the possibility of using 

transfer learning approaches to fine-tune pre-trained 

models for analysis of text sequences from other, more 

broad domains to the ASAG problem. With the help of 

transfer learning, it is possible to take use of 

characteristics with superior semantic representation 

capabilities that have been learnt from massive text data 

corpora.” Word representations were often extracted in 

transfer learning situations using the Universal Sentence 

Representation model in this context.  

Fig. 1.The disclosed method's architecture. Different similarity scores were trained on domain-specific subsets of responses 

and a domain-independent data set as part of the authors' domain adaption. 

8. Conclusion 

We took a look back at the latest developments in 

automated short answer grading (ASAG) and gave a 

rundown of what has been accomplished utilising deep 

learning techniques. By expanding upon earlier literature 

reviews, we were able to determine which architectural 

decisions and critical aspects affected the performance of 

ASAG systems throughout the Deep Learning period. 

We connected the outcomes that new approaches got on 

benchmark data sets to the methodological 

advancements.  
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From traditional Machine Learning techniques to more 

recent Deep Learning approaches, this study covers it all, 

including current and future research trends and a 

taxonomy of methodologies. Adapted to ASAG tasks 

using transfer learning and domain adaption approaches, 

Deep Learning architectures for natural language 

processing are insufficient to handle the demands and 

obstacles of this domain. It is challenging for deep 

learning methods to reliably grasp the meaning of brief 

responses in order to compare them with reference 

replies. This was addressed by using hybrid models that 

integrate deep representation learning with feature 

engineering, as well as by using an ensemble of 

classifiers and stacked models. When combined with 

pre-existing lexical, syntactic, and semantic 

characteristics, the attention-based analysis of 

Transformers and the embedding capabilities of Deep 

Learning models may significantly improve ASAG 

system performance.  

8.1 Findings of the study 

The survey evaluated the status of Automated Short 

Answer Grading (ASAG) using deep learning. It 

pinpointed the architectural decisions that affect ASAG 

performance and linked the methodological 

improvements to the benchmark results. Comprehending 

nuances of the subject matter remains a challenge for a 

pure deep learning based grading. In order to substitute 

these approaches, ensemble/stacked/hybrid models 

combining engineered features and deep representation 

learning were developed. Transformer embeddings and 

attention complete the lexical/syntactic/semantic 

features, which, in turn, improve the performance. 

Nonetheless, a thorough benchmark dataset that 

evaluates the methods equally and fosters progress is the 

need of the hour.  

8.2 Scope for further research 

It has been shown that deep learning techniques may 

augment the text representation capabilities of methods 

that rely on hand-engineered features, and that these 

techniques have helped to increase the ASAG system's 

performance. It is essential to take action to resolve the 

aforementioned issues if we want to broaden the use of 

deep learning techniques for short answer grading and 

increase their potential. There is a lack of diversity in the 

questions and brief reference responses across areas in 

the existing benchmark data sets, which makes them 

insufficient. Because of this, learning-based approaches 

are more likely to be overfit, which limits their ability to 

generalise. Because of this, activities such as expanding 

current data sets, augmenting data, and creating synthetic 

data using generative models are very pertinent to 

advancing the discipline in the future. Important areas 

that require more study are the explainability and 

resilience of models based on deep learning.  
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