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Abstract: A comprehensive assessment of air pollution in Dhanbad for the months of April 2019 through March 2023 was conducted 

using a support vector machines. random forest, xgboost, and decision tree methods in relation to seven main pollutants into the air 

(PM10, NO, NO2, NH3, SO2, CO, and O3). A randomly selected 30-day period was used to create line and bar graphs using accuracy & 

error matrices for 7 pollutants in various models. Our investigation found that the Random Forest model estimates Dhanbad air 

contaminants with the lowest MAE.Among the aforementioned models, the Random Forest one stands head and shoulders above the 

others. 
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1. Introduction 

Air is one of the basic elements of PanchTatva for 

surviving on the surface of the earth because the life 

systems are dependent on smooth as well as harmonious 

functions of basic five elements of PanchTatva. It is 

therefore, necessary to maintain purity as well as quality 

of air for the existence of civilization. However, quality of 

air has been deteriorating continuously because of 

unplanned industrial as well as infrastructural 

development and deforestation in many countries 

including India. In particular, increase of PM10, CO, SO2, 

NO, NH3 etc. have attained threatened level and hence, 

reduction of the quantity of air pollutants are utmost 

urgent for the betterment of the society and civilization. It 

is therefore, necessary to analyze the air quality of 

different places and necessary measures should be taken 

accordingly. 

In this work, we consider sevenair pollutants such as 

PM10[1], NO[2]],  NO2[3],  NH3[4],  SO2[5], CO[6], and 

O3[7]for comparison of different models of Machine 

Learning algorithm. We have chosen five important 

models like Linear Regression, Support Vector Machine, 
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Random Forest, XGBoostand Decision Tree foranalyzing 

the data available for estimation of air pollutants of 

Dhanbad. 

Data on the seven pollutants have been gathered 

throughout the period of time from the Central Pollution 

Control Board (CPCB)[8]website from April 2019 to 

March 2023 in order to analyze the air pollutants of 

Dhanbad. 

According to the current investigation, the Random 

Forest algorithm is the most accurate model for 

forecasting pollutant concentrations, with the exception 

of NO2, where XGBoost demonstrates the highest 

accuracy. Thus, based on data available throughout the 

aforementioned annular period, it can be said without 

reservation that the Random Forest technique provides 

highest accuracy with minimal mistakes for measuring 

the air contaminants of Dhanbad. 

The plan for the paper is presented after this. In the 

second section, 5 machine learning algorithms are briefly 

explained. The third section covers the work's 

methodology, while the fourth section covers results and 

a summary.A conclusion is in the fifth section. 

2. Machine Learning Models 

Machine learning models show how computers can 

categorise, anticipate, and evaluate physical occurrences 

and their qualities by training them with complex data. 

This research builds a variety of models using various 

methods to predict efficient pattern recognition & model 

self-learning. Five algorithms' fundamentals are 

presented here. 

http://www.ijisae.org/
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2.1. Linear Regression (LR) 

Linear regression is the first machine learning method 

most academics use [9]."Linear regression" is supervised 

machine learning that identifies the linear connection 

between a dependent variable & one or more variables 

that are independent. The approach finds the best linear 

equation to predict the dependent variable given the 

independent variables. The equation shows a straight line 

between independent and dependent variables. 

2. 2. Support Vector Machine [SVM] 

Support vector machines are supervised learning 

methods for regression, classification, and more [10].The 

hyperplane divides data points into intervals from which 

the model output may be calculated. SVMs come in two 

varieties. Regression problems are different from 

classification problems. Most issues are nonlinear, 

therefore the kernel approach converts low-dimensional 

data to high-dimensional data multidimensional feature 

space. Kernels are used to separate indivisible input data. 

such as linear, Use polynomial, RBF, sigmoid, 

hyperbolic tangent, etc. Radial Basis Function Kernel is 

more accurate than other kernels, hence we used it [11]. 

2.3. The Random Forest (RF) 

An other well-known machine learning approach is 

random forest[12]. This method employs supervised 

ensemble learning to finish problems related to 

regression or classification. Using a training set of data, 

it constructs many decision trees. The mean value of the 

decision tree set is then used to forecast the value for 

fresh input data. 

2.4. XGBoost, or extreme gradient boosting 

Another significant machine learning method is 

XGBoost[13]. The machine learning technique XGBoost 

combines a set of decision trees with gradient boosting to 

generate predictions. The XGBoost method uses the 

community-based weak learning technique to solve 

regression and classification problems. This method 

produces useful results since it relies predictions on 

parallel tree structures and takes hardware and software 

parameters into account while building them. 

2.5. Decision Tree algorithm or DT 

Decision tree machine learning is used for regression and 

classification[14].This tree-like model has leaf nodes that 

represent class labels or numerical values, inner nodes 

that represent attributes or features, and branch nodes 

that provide decision rules depending on those features. 

3. Methodology 

Present section deals with the collection and Pre- 

processing of data, designing of models and criteria of 

performance for the current work. 

3.1. Assemblage of Data 

Datasets for the current investigation were gathered from 

the Central Pollution Control Board (CPCB), New Delhi, 

website as well asContinuous Ambient Air Quality 

Monitoring Station (CAAQMS),Dhanbad, Jharkhand. 

Particulate matter (PM10), nitric oxide (NO), nitrogen 

dioxide (NO2), ammonia (NH3), sulphur dioxide (SO2), 

carbon monoxide (CO), and ozone (O3) are the seven 

features in the datasets, which also include 

meteorological parameters and pollutant concentrations. 

3.2. Pre-processing of Data 

High-quality data and effective data representations are 

key factors in a model's effectiveness.The following 

explanations pertain to crucial data pre-processing 

procedures, which include missing value incorporation, 

outlier elimination, feature scaling, and feature selection 

[15]. 

(i) Incorporation of Missing Values:The nearest data 

points should be taken into consideration for analysis in 

lieu of the missing data, which should be replaced by 

linear interpolation estimation. 

(ii) Removal of Outliers: For CO, an unusual pattern 

was seen for the period from October to November in 

2019. We have not considered values of CO for this 

period in the present work. 

(iii) Features scaling: One crucial stage in the pre- 

processing of data before creating a model is feature 

scaling. The range of characteristics is normalised or 

standardised using it. Min-max scaling has been used in 

this research to normalise the values between 0 and 

1.The following is the normalisation formula: 𝑍′ = 
    𝑍−𝑍𝑚𝑖𝑛  

𝑍𝑚𝑎𝑥−𝑍𝑚𝑖𝑛 

Z is the initial value, Z^' is the normalised value, 〖

Z〗_max is the maximum value that can be achieved, & 

Z_min is the lowest value that can be achieved for the 

feature. 

(iv) Selection of features: A portion of the extensive 

feature space's features are selected in order to lower the 

dataset's dimensionality. This phase uses Pearson's 

Correlation coefficient to choose the characteristics. 

3.3. Designing of Model 

The model is created on a 64-bit machine running Python 

3.7.6[16] on a 2.2GHz Intel Core i3 CPU with 4GB 

RAM. Using common charting tools like matplotlib[17], 
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seaborn[18], and sklearn[19], the model is trained and 

forecasted. A large portion of the work was implemented 

using Panda's dataframe. We were able to use the 

training set to train and evaluate the previously 

mentioned models by splitting the dataframe into a 

testing set and a training set with a ratio of 7:3. 

3.4. Models’Performance Standards 

Prediction models are examined for effectiveness using 

statistical matrices like Root Mean Squared Error or 

RMSE, Mean Absolute Error or MAE, Mean Squared 

Error or MSE, & R-Squared or R2[20]. 

R-Squared or R2: R-Squared, often known as R2, is a 

statistical measure that illustrates how well the model 

and data fit in a regression model. A higher R2 value 

indicates a better model. The formula used to determine 

R2 is 

The expected x-value is represented by by x┴^_, the 

actual value of x is represented by x_i in all of the above 

formulas, and the number of mistakes is indicated by 'n'. 

4. Result and Summary 

The accuracy, mean squared error, root mean square 

error, & mean absolute error are now shown for each of 

the five machine learning models, which cover seven 

distinct contaminants, that we previously examined. To 

make things simple, line and bargraphs covering a 30- 

day period selected at random have been made. The 

analytical assessment of the air quality in Dhanbad is 

shown in the diagrams. 

4.1 PM10 

Estimation of accuracy and error metrics for PM10 in 

different models 

^  2 

R2= 1 - 
(𝑥𝑖−𝑥𝑖)  

−  2 
(𝑥𝑖−𝑥𝑖) 

Mean Absolute Error /MAE is a statistical phrase that 

measures the average of the absolute differences between 

the observed values and the values predicted for the 

whole collection of data. The formula used to calculate 

the MAE is 

𝑛 MAE = 1 ∑ |𝑥𝑖 − 𝑥𝑖| 
𝑖=1 

 

Mean Squared Error/MSE total of the squared 

deviations for all values in the data set, both observed 

and anticipated. 

Table 1 (a): Estimation of accuracy for PM10 in different 

models 

𝑛 MSE =  1
 2

 ∑ (𝑥𝑖 − 𝑥𝑖) 
𝑖=1 

 

Squared Error of Root Mean: As one of the most 

frequently employed metrics for assessing the precision 

of predictions, RMSE (root mean squared error) is 

frequently utilised. Sqrt (mean squared error) It may be 

expressed as follows: 

 

 

 

 
Table 1 (b): Estimation of error metrics for PM10 in 

different models 

 
 

1 𝑛 ^ 
RMSE =√ 

𝑛 
∑ (𝑥𝑖 − 𝑥𝑖)2 

𝑖=1 

𝑛 

𝑛 

^ 
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Fig 1 (a): Line graph Comparing PM10levels between the models’ actual and predicted levels 
 

 

Fig 1 (b): Bar graph comparing PM10 levels between models' actual and anticipated values 

 

 
4.2. NO2 

Estimation of accuracy and error metrics for NO2 in 

different models 

 

 

 

 

 
Table 2 (b): Estimation of error metrics for NO2 in 

different models 

 

 
 

Table 2 (a): Estimation of accuracy for NO2 in different 

models 
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Fig 2 (a): A line graph that compares the models' real and anticipated NO2 levels 
 

 

Fig 2 (b): Bar graph showing how the models' actual and anticipated NO2 levels compare 

 

 
4.3. NO 

Estimation of accuracy and error metrics for NO in 

different models 

 

 

 

 

 
Table 3 (b): Estimation of error metrics for NO in 

different models 

 

Table 3 (a): Estimation of accuracy for NO in different 

models 
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Fig 3 (a): A line graph comparing the models' actual and anticipated levels of NO 

 

Fig 3 (b): Bar graph comparing the models' actual and anticipated levels of NO 

4.4. NH3 

Estimation of accuracy and error metrics for NH3 in 

different models 

 

 

Table 4 (a): Estimation of accuracy for NH3 in different 

models 

 

 

 

 

 

 

 

 

Table 4 (b): Estimation of error metrics for NH3 in 

different models 
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Fig 4 (a): Line graph comparing the models' actual and expected values for NH3 

 

Fig 4 (b): Bar graph comparing the models' actual and expected values for NH3 

4.5. SO2 

Estimation of accuracy and error metrics for SO2 in 

different models 

 

 

Table 5 (a): Estimation of accuracy for SO2 in different 

models 

 

 

 
Table 5 (b): Estimation of error metrics for SO2 in 

different models 
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Fig 5 (a): A line graph comparing the models' estimated and real SO2 levels 
 

 

Fig 5 (b): Bar graph showing how the models' anticipated and real SO2 levels compare 

 

 
4.6. CO 

Assessment of precision and inaccuracy measures for CO 

in various models 

 

 

 

 
Table 6 (b): Estimation of error metrics for CO in 

different models 

 

 
Table 6 (a): Accuracy estimation for CO in various 

models 
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Fig 6 (a): A line graph that compares the models' actual and expected CO levels 

 

Fig 6 (b): Bar graph for comparing the models' actual and expected CO level 

4.7. O3 

Estimation of accuracy and error metrics for O3 in 

different models 
 

 

Table 7 (a): Estimation of accuracy for O3 in different 

models 

 

 

 

 

 

 

 

 
 

Table 7 (b): Estimation of error metrics for O3 in 

different models 
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Fig 7 (a): A line graph that compares the models' actual and anticipated levels of O3 

 

 

Fig 7 (b): Bar graph comparing the models' actual and anticipated levels of O3 

Examining the data and graphs for the various models 

stated above, it is evident that Random Forest has the 

highest accuracy for all pollutants, with the exception of 

NO2, for which XGBoost is shown to have the highest 

accuracy. The results indicate that Random Forest 

produces the least amount of error for each of the seven 

contaminants in terms of Mean Absolute Error, or 

MAE.Once again, in terms of MSE and RMSE, the 

Random Forest model performs better for six pollutants 

(NO2 excluded). Regarding the results, XGBoost 

outperforms the Random Forest model in terms of NO2. 

5. Conclusions 

We have assessed Dhanbad's air quality for the period of 

April 2019 to March 2023, utilising five key machine 

learning-based prediction models to analyse pollutants 

such as PM10, NO, NO2, NH3 SO2, CO, and O3. After 

carefully analysing Dhanbad's air quality rating, our 

purpose was to compare and contrast five different 

machine learning methods. Our research leads us to the 

conclusion that the Random Forest model is most suited 

for assessing the air pollutants in Dhanbad, namely 

PM10, NO, SO2, NH3, CO, and O3. On the other hand, 

XGBoost yields the most accurate findings for NO2. The 

most inaccurate model is the Random Forest.Thus, 

Dhanbad's air quality is best assessed using the Random 

Forest model.. 
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