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Abstract: The vast expanse of online information often overwhelms users, leaving them unable to navigate through the wealth of 

available data. Recommender systems have emerged as a remedy to aid users by suggesting relevant items based on their preferences. 

However, many challenges persisted, hampering these systems. This paper conducts a thorough literature review, delving into various 

approaches aimed at mitigating issues in recommender systems. It explores diverse similarity measures, strategies within different 

recommender systems, and the use of multimodal data. Additionally, the study evaluates the effectiveness of these approaches in tackling 

the challenges focusing on evaluation metric utilities. The findings underscore the significance of addressing sparsity, providing valuable 

insights for researchers and practitioners to develop more robust recommender systems, ultimately enhancing recommendation accuracy 

and efficiency. 

Keywords: practitioners, ultimately, recommendation, mitigating,  

1. Introduction: 

The digital age has ushered in an abundance of online 

publications, ranging from research articles to legal and 

medical documents. However, sifting through this vast 

array of literature to find the right piece can be a 

daunting task for researchers, legal professionals dealing 

with judgments and laws, as well as individuals seeking 

job matches. While academic search engines and digital 

repositories exist to aid in this search, users often 

struggle to articulate precise keywords and filter through 

the multitude of results effectively, especially 

newcomers. Document recommendation systems offer a 

solution by assisting users in identifying relevant articles 

from extensive repositories, addressing the challenges of 

information overload and search precision. 

Several existing surveys delve into various aspects of 

recommendation systems, with a focus on article 

citations, relevant article retrieval, or news story 

suggestions. Some studies, such as [56], center on paper 

recommendations, considering content context and 

examining citation behavior. Additionally, there are 

works that delve into news recommendation challenges 

[29], highlighting the significance of content quality and 

its impact on users, which extends to readers of diverse 

content types. However, these studies often overlook the 

influence of images as a feature, along with essential 

considerations like privacy and decentralized 

computations. This review aims to fill this gap by 

exploring different document recommendation systems 

and shedding light on unexplored avenues. By analyzing 

the current state-of-the-art techniques and findings, this 

survey aims to aid in the advancement of innovative 

developments in this field. 

2. Document Recommendation Aspects: 

A vast array of reading materials, spanning various fields 

such as technical, non-technical, legal, medical 

documents, news articles, and research papers, are 

published regularly. Navigating through this extensive, 

continuously expanding, and unstructured data landscape 

depends significantly on factors like the material's 

recency and popularity. Typically, readers can access this 

content without signing in or creating profiles, leading to 

limited feedback and reliance on consumption behavior 

analysis through click logs, session tracking, or browser 

cookies. This prompted the development of user profiles, 

primarily to facilitate recommendations by using 

historical data. However, challenges emerge when new 

users or items enter the system, presenting scenarios with 

minimal or no available data—a situation known as the 

cold start problem. 

Besides the cold start challenge, user preferences exhibit 

temporal variations, comprising both short-term and 

long-term inclinations. Furthermore, item churn, or the 

changing availability of content, significantly impacts 

recommendations. In the realm of document or reading 

recommendations, there's a risk of over-specialization 

and filter bubbles, where only specific content is 
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suggested, potentially limiting exposure to diverse and 

current suggestions. This has tendency to narrow users' 

perspectives and choices by favoring certain content, 

despite lesser popularity, might highlight the importance 

of handling long-tail scenarios to ensure a broader range 

of recommended content. 

3. Methodology: 

The study aims to analyze the trends in recommender 

system research, which spans multiple disciplines. 

Papers on this topic are found in diverse journals like 

computer science, management, marketing, and 

information technology, making it challenging to confine 

within a single discipline. To conduct this literature 

review databases of research andvarious electronic 

journals like IEEE/IEE Library, ACM Portal, Science 

Direct and Google Scholars are being considered to 

ensure comprehensive coverage. Based on four 

descriptors: “Textual Recommender systems”, 

“Document Recommendation”, “Article 

Recommendation”, “Bulk text Recommendation”, this 

review has been conducted.  

3.1 Quality analysis: 

To fortify the credibility of our study, immediately 

following the comprehensive reading of all included 

papers, each publication within the final set underwent a 

rigorous assessment to evaluate its quality. More 

emphasis was laid on Investigation of sparsity and long 

tail (RQ1), consideration analysis of multimodal data 

(RQ2), Analysis of cold start (RQ3) and Explainability 

of Recommendations (RQ4). While evaluation metric 

utility (RQ5) received comparatively less attention.  

3.2 Criteria for inclusion or exclusion:  

We have analysed the papers dealing with textual bulk. 

Sometimes concerning any research paper or with any 

textual bulk case, image and link or citation or reference 

too contribute a lot to the context. So here in this study, 

we consider all types of textual bulk either dense or 

sparse, images, links or references, social relations, trust, 

demographics and physiology, excluding just video and 

audio data. 

4. Review of research in Recommendations dealing 

with textual bulk: 

4.1 Literature review: 

In this section, we outline the current research and 

analyze it across various dimensions, categorizing 

document recommendation tasks into different 

subcategories. The accompanying figure illustrates the 

diverse application categories (Figure-1). 

 

Fig-1 Categories of Document Recommendation applications along key tasks or goals to be done [115] 

Legal Document Recommendations: Utilizing pre-

learned word embeddings specific to the legal domain, 

[1] introduced the P-LDRS framework, incorporating 

legal semantic knowledge. This framework facilitated the 

learning of Doc2vec embeddings, including judgment 

embeddings. To tackle scalability, the framework 

employed distributed computing across MapReduce and 

Spark-like node clusters. Results showcased the 

framework's superiority over traditional Doc2vec, 

achieving an impressive 88% accuracy. In a similar vein, 

[2] proposed a methodology aimed at eliminating noisy 

data and reducing corpus size by preserving relevant 
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dictionary words while discarding extraneous elements. 

This approach aimed to enhance the efficiency of 

Doc2vec models. Addressing the exponential growth of 

judgments over time [73], relevant judgments were 

identified from each cluster using pairwise similarity 

scores. 

Journal / Technical or Non-technical Article/ Patent / 

citation recommendation: Several studies have explored 

diverse methods for document recommendation systems. 

[3] developed a recommender system based on ThaiJO 

using tf-idf and cosine similarity scores, while [4] 

incorporated word2vec alongside tf-idf for vector 

weighting. [6] introduced a two-stage deep learning 

model utilizing patent text and citation information, 

outperforming existing models. [7] leveraged doc2vec 

and XGBoost for context-based article 

recommendations, achieving an 84.24% accuracy. [8] 

proposed a transfer learning-based model using 

RoBERTa, reaching 94.96% accuracy in top 10 

recommendations. Other approaches included [9]'s 

multitask learning for metadata prediction and [10]'s 

hierarchical attention network for missing reference 

recommendations. [11] and [12] employed text clustering 

and alignment techniques, respectively, for document 

recommendations. Similarly, [16] used Latent Dirichlet 

Allocation (LDA) for semantic structure extraction, 

while [19] employed search intent and text mining 

techniques for user behavior analysis. Methods like tf-idf 

with K-means ([20]) and LDA with distance measures 

([22] and [23]) were also explored for article 

recommendation. Additionally, [27] introduced features 

like Keyword Diversity Measurement and Citation 

Analysis Over Time, while [28] utilized LDA and Latent 

Semantic Analysis (LSA). Furthermore, [29] constructed 

a heterogeneous relation graph for personalized 

recommendations, while [62] focused on personalized 

learning through heterogeneous networks. [64] proposed 

one-shot learning and attention-based approaches but 

observed limitations in personalized settings, while [65] 

utilized a citation network for paper recommendations. 

Lastly, [70] addressed the cold start problem by 

reinforcing co-author relations with textual information. 

This summary highlights various methodologies such as 

tf-idf, word embeddings, deep learning models, 

clustering, and network-based approaches employed in 

document recommendation systems across different 

studies. 

Content distribution/ Digital Exploration 

recommendations: The information provided outlines 

diverse approaches within document recommendation 

systems. For instance, [15] introduced SEAN (social 

explorative attention network), leveraging attention 

mechanisms to encode documents into user-dependent 

contextual vectors. Variants like SEAN-END2END and 

SEAN-KEYWORD were designed to cater to broader 

user scopes and new users with limited history. In the 

domain of knowledge management systems for sales, 

[21] developed similarity-based recommendation models 

for proposals by extracting industrial context features 

and applying word embedding models. Similarly, [25] 

utilized LSTM for preprocessing and graph embeddings 

for topic and content recommendations, while [26] used 

various recommendation techniques—content-based, 

collaborative filtering, and complementarity-based—for 

website QA document modeling. For quotation tasks, 

[14] employed BERT-based models for content-based 

recommendations by ranking and scoring paragraph 

contents, integrating open-question answering for 

enhanced recommendations. Additionally, [67] proposed 

a deep learning-based approach with bidirectional 

encoders and sequential recommendation models for e-

commerce platforms, while [68] focused on document 

ranking considering query signals and user preferences. 

In the realm of comment appropriateness on Stack 

Overflow, [71] suggested feature-based evaluation using 

NLP techniques such as cosine and Jaccard similarity, 

and random forest clustering to assess the relatedness 

among comments. These features encompassed various 

factors like text similarity, semantic features, and 

temporal aspects to gauge pairwise connectedness and 

cluster creation. 

Job profile recommendations: In the realm of job 

recommendations, [17] employed an approach centered 

on implicit skills extracted through NLP techniques. 

They utilized document similarity matching and 

projected these skills into a semantic space using 

Doc2vec. Implicit skills, not explicitly mentioned in 

resumes but relevant to specific roles, industries, or 

geographies, were considered. The goal was to match 

candidates' CVs to job descriptions by considering 

various skills. Meanwhile, [63] utilized a range of NLP 

techniques including NLP-token count matrix, cosine 

similarity percentages, phrase matching, and Spacy for 

feature creation and matching in the context of 

calculating job satisfaction and retention parameters. 

Linear and ridge regression methods were employed, 

exploring several techniques such as Naïve Bayes, 

Support Vector Classifier, K-nearest neighbor, decision 

trees, random forests, and Multilayer perceptron for 

parameter calculation. 

Library items and other Academic applications: In the 

domain of recommendation systems, various innovative 

approaches have been explored. [5] introduced the 

Knowledge-based Environment architecture for 

Personalized Learning (KEPLAIR) using Artificial 

Intelligence Recommendation. This framework 

comprises three core modules: the Learning Manager, 

supervising interactions and recommending learning 
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materials; the Social Manager, logging user 

communications and behaviors; and the Harvesting 

Manager, storing evolving metadata of learning objects. 

KEPLAIR's knowledge base integrates user interests, 

demographics, personal preferences, and learning 

environments. Experimental results showed promising 

prediction rates when prior user interest information was 

available. [13] focused on document collection, 

employing graph-based ranking within content-based 

recommender systems, deriving indices from abstracts. 

Meanwhile, [18] developed a methodology for 

comparing topic proposals to allocate mentors, utilizing 

Rapid Automatic Keyword Extraction and Levenshtein 

distance similarity for keyword generation and document 

matching, respectively.Additionally, studies like [59] and 

[60] observed students' examination performance and 

advised on course selection based on subject-specific 

performance. Lastly, [72] addressed the issue of handling 

discussions in Massive Open Online Courses (MOOCs), 

proposing a system to analyze chat conversations. This 

system recommends appropriate learning materials 

considering chat sentiment, intent, and the clarity or 

confusion of concepts discussed, providing a solution for 

experts facing challenges in addressing every individual 

in the forums. 

Medical field Usages: The exploration of 

recommendation systems for diverse applications 

continues to evolve. In e-learning platforms, [24] 

experimented with Learning to Rank methods like 

Lambda Rank, MART, ListNet, RankNet, 

LambdaMART, RankBoost, Random Forest (RF), and 

Coordinate Ascent. Their study highlighted that RF 

achieved the highest Normalized Discounted Cumulative 

Gain (NDCG) of 0.89 in scenarios without new 

documents. For medical recommendations, [58] utilized 

fuzzy inference and decision tree rules to suggest 

medicines and preventive measures for diabetes, 

emphasizing natural care, exercises, nutrition, and 

medications. Similarly, [62] explored ensemble learning 

methods, traditional techniques, embeddings, and 

clustering like SMOTE and t-SNE for drug 

recommendations based on reviews. In the domain of 

online healthcare communities, [69] developed a system 

to aid by recommending necessary steps based on 

patients' needs, QA content, and doctors' backgrounds. 

They utilized embeddings and an attention-based 

mechanism to capture interactions, applying a Gated 

Recurrent Unit (GRU) to match scores and generate a 

ranking list. These studies showcase varied approaches 

in recommendation systems across e-learning, medical 

advice, and online healthcare communities. 

News recommendations: Research in news 

recommendation systems is diverse and involves 

numerous approaches. [29] delved into traditional 

methods such as collaborative filtering (CF), content-

based filtering (CBF), and hybrid models, including 

factorization techniques like matrix factorization (MF), 

Non-negative matrix factorization (NMF), Tensor 

factorization, Probabilistic matrix factorization (PMF), 

Bayesian personalized ranking (BPR), Generalized linear 

modeling (GLM), and their neural extensions. They also 

discussed various libraries and platforms like Apache 

Mahout, Idomaar, StreamingRec, CLEF NEWSREEL, 

Open Recommendation Platform (ORP), and Hugging 

Face for news recommendation development. Moreover, 

the study explored DL-based models like Multi-layer 

perceptron (MLP), Autoencoder (AE), Convolutional 

neural network (CNN), Recurrent neural network 

(RNN), attention modules, Graph neural network (GNN), 

Transformers, and Reinforcement learning (RL) for 

recommendation purposes. [47] surveyed methods 

encompassing entity-centric, path-based, and neural-

based approaches, utilizing latent representations and 

knowledge graphs. In specific experiments, [30] 

explored context-based features like title, popularity, 

freshness, and clicks across various existing models, 

while [44] used hierarchical attention for subtopic 

interest modeling. [45] employed an attention network 

for user modeling, considering the relatedness of clicked 

news. Furthermore, [48] deployed a hypergraph with 

affinity matrices and ranking based on timestamps, 

stakeholder weights, and coverage weights of authors. To 

counter over-specialization and under-representation, 

they used author popularity, constructing a graph to scale 

weights as per user preferences. Their approach aimed at 

diversity by considering relevance scores for unexplored 

topics and keywords in the recommendations. 

Recommendations in Social network: [101] treated 

missing entities from “exposure to customer” perspective 

and revealed the ratings with causality. For this purpose 

they proposed De-Bias Network Confounding in 

Recommendation for analysis of co-founders in casual 

inference, where DENC addresses Missing Not At 

Random (MNAR) data by analyzing inherent factors 

(like hidden user or item traits) and auxiliary networks. 

Its exposure model manages social network influences 

while preserving observed exposure data. Additionally, 

DENC incorporates a deconfounding model through 

balanced representation learning to maintain essential 

user and item features, improving rating prediction 

accuracy. [102] Used raw data from sensors, then 

extracted geographical information through POI, 

semantic information through CBOW and recognize 

category along with temporal feature space. Next a 

Geographical-Spatiotemporal Gated Recurrent Unit 

Network (GSGRUN) selects relevant check-in activities 

to alter user preferences. [103] considered the issue of 

overlapping social trust relationships in overlapping 

communities for evaluation of modifications and 
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achieving consensus in Social network group decision 

making (SN-GDM). [104] Proposed reinforcement 

learning based Policy learning for Social Group 

Recommendation (IP-SGR) method where co-interacting 

items are captured and aggregated through gate filtering, 

followed by capturing and representation of group by 

inter-group attention network and items by  inter-item 

prototype learning model and finally to obtain a reward 

for social group. [105] Developed a methodology 

FedPOIRec for aggregating user friends’ preferences by 

enabling knowledge transfer among friends through 

federated learning and homomorphic encryption. [111] 

Deployed federated learning and graph neural network 

assisted with pseudo-labeling technique in item sampling 

for privacy protection and enhancement of training data. 

[106] Using tags and tweets as features deployed k 

nearest neighbour for social circle recommendation. 

[107] integrated Graph convolutions with representation 

learning to calculate social trust using influence and trust 

among friends. [109] Targeted Short  and long term 

preferences for social diversity taking Embeddings of 

behaviour and knowledge features along with semantic 

associations as features considering network 

heterogeneous relationships for knowledge graphs. [108] 

Modelled user-item interactions with Social light graph 

convolution for Social recommendation. [110] Studied 

determinants affecting user trust by Fedrated Social 

recommendation with Graph neural network (FeSoG) for 

Social Recommendation. 

4.2 Description of Datasets: 

Given that the focus of both recommendation studies 

revolves around voluminous text, our analysis centers on 

textual document data. In this discussion, we explore 

various datasets sourced from public repositories, 

synthesized collections, or obtained through web 

crawling. These datasets encompass a wide array of text-

based information for examination and utilization in 

recommendation system research. 

The FullTextPeerRead dataset is context-aware, housing 

both cited references and paper metadata. Similar in 

nature, the ANN dataset also includes attributes such as 

target and source IDs, along with additional citation text. 

In contrast, the ACL-200 dataset offers papers embedded 

within contexts. RefSeer, released under a Creative 

Commons Attribution-NonCommercial-ShareAlike 3.0 

Unported License, comprises three primary tables: 

'paper' (featuring IDs and their respective clusters), 

'citations' (including citation IDs, clusters, and paper 

IDs), and 'citation index' (with citation IDs and 

contextual information) [76]. For expansive scholarly 

content, the arXiv dataset grants access to approximately 

1.7 million open-access articles spanning computer 

engineering and diverse fields like statistics, 

mathematics, economics, quantitative biology, and 

electrical engineering. With features like titles, 

categories, authors, abstracts, and full text, this dataset 

serves various purposes, from paper recommendation 

and trend analysis to co-citation networks, semantic 

search interfaces, category prediction, and constructing 

knowledge graphs [77]. Additionally, the HepTh dataset 

is a graph network dataset illustrating relationships 

among authors and their respective citations. 

The Aminer dataset, a non-commercial resource, 

establishes connections between researchers alongside 

statistical correlations. Spanning 130,000,000 researchers 

and over 265 million publications, this dataset serves 

multiple purposes, aiding in social network analysis. It 

facilitates tasks such as topic modeling, evaluating 

academic performance, expert identification, review 

recommendations, course and geographic searches, and 

association searches [79]. Derived from DBLP, ACM, 

and Microsoft Academic Graph, the DBLP dataset is a 

citation network dataset housing more than 632,752 

citations and 629,814 papers. Each paper within this 

dataset includes title, abstract, authors, venue, and 

publication year. Beyond supporting topic modeling and 

network clustering, it uniquely explores mutual influence 

within the citation network, identifying highly influential 

papers [80]. RARD (Related-Article Recommendation 

Dataset) originates from Mr. DLib and the digital library 

Sowiport. It encompasses recommendation approaches, 

feature types, extraction sources, time logs, and click 

logs [82]. Notably, its successor, the second version, 

boasts a 187% increase in features, 64% more 

recommendations, 50% additional clicks, and 140% 

more documents compared to its predecessor. 

The Drug Review dataset compiles reviews on specific 

drugs alongside customers' ratings. In the legal domain, 

the JRC-Acquis stands as a multilingual corpus sourced 

from the European Union [78]. Similar Skills and 

Skill2vec datasets consist of over 1,400,000 job 

descriptions, extracting skills and establishing contextual 

similarity among them, specifically relating to job 

descriptions [81]. The Wikipedia Graph and Related 

Entity Recommendation Dataset features a normalized 

and detailed Wikipedia hyperlink entity graph, 

encompassing multiple languages and distinct features. It 

includes query entities paired with relevant entities, 

serving as ground truth data for evaluation purposes. The 

entity embeddings are trained via lg2vec. Moreover, the 

Yahoo Search Query Log To Entities dataset serves as a 

benchmark for entity linking. It helps in associating 

search queries with relevant entities. 

Lastly, the Yahoo Answers Novelty Based Answer 

Ranking dataset focuses on medical content. It annotates 

relevant context and answers for target questions, serving 

as a mapping of textual assertions. 
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The Roularta dataset, sourced from a Belgian multimedia 

group, encompasses weekly/monthly news magazines 

spanning business trends, sports, women's interests, 

lifestyle, local news, medical insights, and other 

professional domains. It includes content summaries, 

titles, and interlinked information from various articles. 

This dataset utilizes IPTC (International Press 

Telecommunications Council) tags, facilitating news 

exchange between different agencies. Notably, author 

popularity within user interactions exhibits skewed 

distributions. The dataset employs CNN for text 

embedding generation and feature extraction, shedding 

light on both prominent and less visible authors. The 

Plista dataset amalgamates news data from 13 different 

portals, offering statistical analyses involving Click-

Through Rates (CTR), publisher activity, updates, and 

impressions. It reveals biases in popularity and sparsity, 

providing statistical summaries such as sums, means, and 

standard deviations of pertinent features [50]. Yahoo 

Webscope serves as a reference library offering datasets 

for scientific experiments and academic use. It includes 

benchmark datasets like the Front Page Today Module 

User Click Log Dataset, Yahoo News Video dataset, and 

the Yahoo News Annotated Comments Corpus. 

Moreover, the Yahoo News Ranked Multi-label Corpus 

facilitates multi-label tagging and ranking tasks, 

providing actual text from various sources like 

Newsroom, Yahoo News, and Tumblr for researchers to 

customize their features. The Yahoo! News Sessions 

Content dataset offers session-wise user information, 

encompassing clicks, article counts, tokens, publication 

details, timestamps, and entities. Notably, this dataset 

anonymizes user and news data to ensure user identity 

remains undisclosed. 

The Adressa dataset showcases skewed distributions in 

author popularity within user interactions. Spanning 

11,207 articles and 561,733 users, this dataset unravels 

connections between news items and anonymized users. 

It encompasses diverse information such as subscriber 

status, session identification, click counts, reading times, 

titles, authors, categories, keywords, entities, and article 

bodies [49]. Hacker News presents a dataset comprising 

stories and comments from the Hacker News platform. 

This dataset includes story IDs, author details, 

timestamps, and popularity metrics. Released under the 

MIT License, it serves as a platform for news sharing, IT 

project demonstrations, job postings, inquiries, and story 

commentaries. Additionally, BuzzFeed News offers a 

dataset featuring news stories, entertainment content, and 

insights into fake news patterns within social media and 

news platforms. 

The Microsoft news dataset (MIND) stands as a 

significant benchmark in the domain of news 

recommendation. Comprising approximately 160,000 

news articles and over 15 million impression logs from 

one million users, this extensive dataset is pivotal in the 

field. Each log includes a history of click behaviors, 

encompassing both click events and non-clicked 

events—pertinent features for each article span title, 

body, abstract, category, and entities. To safeguard user 

privacy, user behavior logs are anonymized. Regarding 

fake news datasets, the FakeNewsAMT dataset emerges 

from a combination of crowdsourced and manual 

annotations, covering diverse domains like education, 

technology, sports, business, entertainment, and politics. 

Meanwhile, the Celebrity dataset centers on stories about 

socialites, politicians, singers, and actors. In the 

Celebrity dataset, legitimate news stories are sourced 

from fashion and entertainment sections, whereas the 

fake news category includes online gossip stories. 

Additionally, datasets such as the Global Database of 

Events, Language, and Tone (GDELT), Reuters Corpora, 

20 Newsgroups, and Fast.ai are widely employed for text 

categorization purposes.  

4.3 Focus of Domain Research: 

Recent works on textual recommender were analyzed, 

and observed that 4% of work from legal domain, 16% 

of work is technical/ non-technical articles or patent or 

citations related, 9% contributions are in content 

distributions or digital explorations, 3% focused on job 

recommendations, 9% of work contributed to library and 

other related academic applications, 6% wok focuses on 

medical materials, 26% of work forming one of majority, 

focused on news recommendations and major 

contributions are seen in recommendations for social 

networking.Figure-2 shows analysis of various 

recommender systems based on its application. 
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Fig-2 Application-based classification of recommendation system 

Similarly, following Figure- 3 shows analysis of recent 

researches focusing the methodologies and techniques 

applied initially. Deployement of traditional 

recommender methods like collaborative filtering or 

content based were widely applied introducing more 

challenges. These challemges were tried to solve through 

various techniques from which clustering, ensemble 

methods and similarity score based methods showed up 

as comparatively better and  Language models(LM), 

Encoders, Transformers, Attention-based methods, 

Graphical methods and Reinforcement learning focused 

techniques ended up as state of art methodologies in their 

respective tasks based on respective featured datasets. 

 

Fig-3 Classification of literature based on techniques and methodologies used. 

5. Analysing the Performance of State of Art 

systems: 

5.1 Findings: 

A study of literature in the medical field reveals 

modelling of multiturn diagnostic QA documents while 

online interactions for recommending most common 

conditions, symptoms or questions from users prove 

effective in terms of utilizing medical resources, 

patients’ economic resources [69], can save doctor’s time 

in diagnosing of frequent diseases and can address with 

medical needs of patients that are unintentionally missed 

out [24]. [62] Recommends drugs based on sentiments. 

In general, patients always describe symptoms and 

suffering verbally. This shows the need to model the 

natural language to documents for further processing or 

even a chatbot-type interacting system can be introduced 

to ask some common questions. Sometimes apart from 
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just QA, or symptoms description from patient, some 

medical tests reports, that can be in form of text 

document or image also becomes equally important, 

indicating mechanism for analysing image features and 

deriving the relevant need to be introduced. Sometimes 

scenario occurs when a particular drug receive negative 

sentiments but its long time effects are positive. Instead 

recommending drugs based on success rate, short term 

interventions, and side effects on normal person or with 

some medical complication or with different immune 

systems.  

Exploring works for legal document recommendations, 

conclusions show citations [1] sometimes along with 

judgement texts are needed, which hasn’t been 

considered. A kind of search engine or repository can be 

prepared [2] incorporating these embeddings for 

relevancy in n search. Besides, as decree always follow 

judgement, analysis can be performed on the pair. The 

case of “mistake of law” remains unexplored. For this 

case, RL can resolve better, where case of law of mistake 

document can be treated as irrelevant action and can be 

penalized. Thus learning the parameters or circumstances 

for same and suggest if there are any chances while 

referring old documents. 

Examining the existing work, for rest of various 

applications, document semantic and reference 

recommendation lacks explainability. Furthermore 

retrieving relevant and concerned data from the vast 

voluminous pool as well as multiple origin still remains 

an issue. Additionally, most of proposals focus on single- 

single item recommendations, There is an immense need 

for single to multiple domain recommendations. Along 

with mentioned points, an important factor to be 

concerned includes tackling of heterogeneous data and 

multimodal estimations. Apart many other factors 

besides accuracy affects the model, which points towards 

the consideration of other related parameters too. 

Fairness of recommendation is an important aspect 

which is normally ignored [75]. Introducing hyper graph 

based method can provide considerable fairness [48]. 

Although, attention mechanism has been successfully 

deployed for this task showing great results, this 

methodology generally adds up the weights of respective 

hidden layers for creation of vector representation. This 

implies when attention mechanism is applied where 

session exits, where any user performs duplicated or 

frequent tasks, then this approach can generate similar 

estimations. Recommendation generally relies on the 

principal task of recommending along with the 

subordinate task of enhancing those estimations 

continuously [74]. Use of graph based methods can 

ensure the validity of data against noise and outliers to a 

great extent. Following Figure- 4 shows issues 

addressed. 

 

Fig-4 Issues or points in document recommendation (textual bulk handling) which are commonly explored as well as less 

explored and needs attention. 

5.2 Analysis of Evaluation Metrics: 

The motivation behind a recommender system is to 

predict the likelihood that a user will appreciate an 

unknown entity recommended to them. Understanding 

user preference patterns is crucial, as it determines if the 

suggested items align with their preferences. Previously, 

similarity-based metrics were utilized to assess the 

proximity of new items. Business-related metrics include 

click-through rates, adoption measures (effectiveness of 

suggestions), sales, revenue, distribution patterns, and 

user engagement. We classify evaluation metrics based 

on recommendation tasks. Following Figure-5 shows 

usage of metrics for various tasks and scenarios. 
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Fig 5 Usage of metrics for various tasks and scenarios[115] 

Classification tasks:The classification-oriented approach 

to recommendation tasks relies on metrics such as 

accuracy, precision, F1 score, recall, and Area Under 

Curve (AUC). AUC, also known as the Receiver 

Operating Characteristic (ROC) score, gauges the 

likelihood of higher-ranking positive entities, presented 

as a probability curve plotting sensitivity versus 1-

specificity. Sensitivity (or recall or true positive rate) 

indicates correctly identified positives, while specificity 

refers to the true negative rate, signifying accurately 

classified negatives. Conversely, 1-specificity portrays 

the false positive rate, indicating correctly categorized 

negative class proportions. Higher x-axis values in the 

AUC curve suggest more false positives (FP) than true 

negatives (TN), while higher y-axis values imply more 

true positives (TP) than false negatives (FN). Precision 

denotes the fraction of correctly classified true samples 

among all true samples. The Matthews Correlation 

Coefficient (MCC) measures the correlation between 

actual true classes and predicted labels. Unlike log loss, 

which quantifies differences in predicted and expected 

probability distributions, the Brier Score (BS) assesses 

the average difference in probabilities only, reflecting 

probability accuracy alongside Mean Squared Error 

(MSE). 

Regression tasks:The regression-based approaches in 

recommendation systems employ metrics such as MAE, 

MSE, RMSE, PCC, RMSLE, R2, and adjusted R2. Mean 

Absolute Error (MAE) signifies the difference between 

actual and estimated values. Mean Squared Error (MSE) 

is the square of MAE, and Root Mean Squared Error 

(RMSE) is the square root of MAE. Root Mean Squared 

Log Error (RMSLE) is the logarithm of RMSE. R2, also 

known as the Coefficient of Determination or Goodness 

of Fit, evaluates the regression line's quality in 

comparison to the mean line, irrespective of context. The 

Pearson Correlation Coefficient measures the strength of 

the relationship between variables. 

Ranking tasks:In the ranking context of recommendation 

systems, commonly utilized metrics include Hit Ratio 

(HR), Average Precision (AP), Mean Reciprocal Rank 

(MRR), Normalized Discounted Cumulative Gain 

(nDCG), and Discounted Cumulative Gain (DCG). Mean 

Reciprocal Rank (MRR) or Average Reciprocal Hit 

Ratio (ARHR) is derived by weighting the reciprocal 

rank of relevant scores among the top n entities and then 

summing them up. DCG represents the level of 

information gain within a prediction set by sorting 

documents based on relevance and position. However, 

since performance can't be compared based on a single 

query or criterion, nDCG scales the results considering 

the best among those analyzed. 

Clustering tasks:When assessing clustering methods and 

determining the ideal number of clusters, several 

techniques are employed. These include the Average 

Silhouette Criterion, which measures an entity's 

similarity to its cluster in comparison to others. Calinski 

Harabasz [84] evaluates the sum of inert clusters and 

intra-cluster dispersions. The Elbow method charts the 

observed variation against the number of clusters (k) to 

identify the most suitable value. The V-score assesses the 

significance of the current clusters. Initially, [86] 

Homogeneity (h) illustrates the extent of similarity 
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among samples within clusters, using Shannon’s entropy. 

Following this, completeness (c) measures the accuracy 

of clustering similar samples. This involves calculating 

H(X/L) in the same way as H(L/X). To evaluate the 

algorithm's efficacy, Normalized Mutual Information 

(NMI) is computed between homogeneity and 

completeness for the V-measure. 

Group evaluation:In cases necessitating group scores, 

several measures are utilized, such as Group Prediction 

Score [25], Group Divergence, Consensus Function, and 

T-Testing. The Group Prediction Score amalgamates 

individual-level predictions within a specific group. 

Group Divergence measures the dissimilarity in 

predictions at individual levels within a group. P-values 

gauge the likelihood of outcomes when the null 

hypothesis holds true. While they lack individual 

significance or a numeric score, they provide insight into 

the alignment of a score with a particular sample. T-

testing [87] is employed to identify notable differences 

between the means of groups. 

Fairness:Fairness in recommendations pertains to 

unbiased suggestions concerning individuals, groups, 

creators, or providers. Two primary types—Process and 

Outcome—are defined [75], with Outcome Fairness 

further subdivided into eight subclasses: individual, 

group, consistent, calibrated, counterfactual, envy-free, 

Rawlsian maximum, and maximum shared. Metrics used 

to evaluate these fairness types include Kolmogorov-

Smirnov statistic, rKL, rRD, rND, Pairwise Ranking 

Accuracy Gap (PRAG), variance, Min-Max Difference 

(MMD), F-statistic (ANOVA), Gini coefficient, Jain’s 

index, Min-Max Ratio, entropy, Least Misery, KL-

divergence, MinSkew, MaxSkew, JS-divergence, Overall 

Disparity, L1 norm, and envy-freeness. Additionally, 

measurements like Equity Attention for group fairness 

(EAGF) and Supplier Popularity Deviation (SPD) are 

employed in this context. 

Subjective / Objective tasks:Subjective measures focus 

on recognizing and evaluating user emotions 

consciously, while objective measures encompass both 

conscious and unconscious emotions. Objective 

measures [29] typically involve unconscious responses 

such as preferences for new or unexplored items, while 

subjective measures revolve around conscious emotions 

like user trust [29], self-reported feedback, and timely 

responses to questions.Objective measures include 

accuracy metrics, various estimations, user exposure to 

items, demographic relationships, and novelty relevant to 

users. Subjective measures, on the other hand, involve 

human judgments based on user ratings or 

questionnaires, as well as creators' perspectives like 

clicks, dwell time, shares, and dislikes.Metrics like Intra 

List Similarity (ILS), user coverage (UC), diversity, and 

novelty [83] are utilized. ILS calculates the average 

similarity among pairs based on specific metadata and 

context. Diversity is derived by subtracting user set 

similarity from one. Novelty involves considering overall 

rankings and averaging the popularity rankings of each 

user's top predictions. 

Offline / Online tasks:For online evaluations, specific 

parameters like Click Through Rate (CTR), indicating 

the ratio of users clicking a link to those viewing it, 

reveal the online scenario. Dwell time measures how 

long a user spends on a link, while the bounce rate 

signifies the rate at which users return to the main engine 

or close a particular link. Additionally, metrics like 

average time spent on a link, session durations, and 

repetition in sessions contribute to online evaluation. 

Offline evaluations focus on measures such as DCG, 

nDCG, MRR, and MAP. These metrics are commonly 

used to assess the top k entities recommended from the 

available set based on user behavior history. However, 

they might not provide insights into new or alternative 

recommendations that a user would potentially like. 

6 Results: 

6.1 RQ1 –Investigation of Sparsity and long tail:  

Despite extensive research spanning over a decade on 

recommender systems, the main challenge persists: 

sparsity significantly hampers these systems' 

performance. Sparsity occurs when there's an inadequate 

amount of meaningful transactions, making it 

challenging to accurately infer user similarities or 

identify relevant items. When users rate items with 

minimal feedback, finding similar users becomes 

challenging, impacting the accuracy of 

recommendations. Bridging this gap requires 

overcoming the obstacle of calculating precise 

predictions. 

In recommender systems, the "long tail" phenomenon 

denotes recommending items with minimal interactions 

(ratings/likes). The challenge arises from a shortage of 

these less-popular items in recommendation lists. Over 

time, sales decline for many items, intensifying in the 

long term. Consequently, the system tends to duplicate 

popular items, resulting in a less engaging user 

experience. To address this, one approach involves 

segmenting the entire item collection into the "head" 

(popular) and "tail" (less popular) sections, focusing on 

clustering only the less-popular tail items. 

Outlining above issue through an example, considering 

user_interactions and shared articles datasets, the initial 

step involved one-hot encoding the data to convert it into 

the required numerical format. A heatmap was generated 

to analyze correlations among variables. The analysis 

revealed a weak correlation between 'contented' and 

'authorsessionid,' prompting their exclusion from further 
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analysis. Subsequently, the datasets were analyzed to 

understand data sparsity and density, aiming to address 

issues like the new item problem and the long-tail 

problem. When items gain popularity, recommending 

them becomes simpler. However, discovering niche 

items to surprise users poses challenges due to limited 

historical data or specific interests provided. Hence, 

analyzing sparsity patterns in the data becomes crucial. 

The analysis displayed the count of points within each 

region. However, due to the vast dataset and multiple 

data points partially overlapping or sharing the same 

location on the graph, the issue of overplotting occurred, 

leading to an unclear visualization (Figure-6). 

 

Fig 6 Heat map of feature-correlations 

To gauge the correlation strength among numerical and 

categorical variables and identify optimal features for 

machine learning model construction, transforming the 

correlation matrix into color-coded visualizations is 

advantageous. The heatmap above showcases the 

behavior of various variables, including contentid, 

bookmark, comment created, follow, like, view, virality, 

timestamp, authorpersonId, authorsessionId, 

textWordCount, eventType_CONTENT REMOVED, 

eventType_CONTENT SHARED, eventType_HTML, 

contentType_RICH, and content_Type_video. This 

visualization aids in understanding the interrelationship 

and influence of these variables on each other, enabling 

informed decisions for model building. 

Possible solutions include changing the 

 transparency/opacity of the points by setting the alpha 

argument in geom_point() which can change the alpha 

argument to be any value between 0 and 1, where 0 sets 

the points to be 100% transparent and 1 sets the points to 

be 100% opaque. By default, alpha is set to 1. Next 

include jittering all points, i.e., giving each point small 

“nudge” in a random direction. Further if variables are 

categorical, as given FacetGrid() function of seaborn can 

be applied taking every dataframe as input, naming 

variable which in turn can form the row, column, or hue 

dimensions of the grid. One another solution include 

creation of multitude of small fragments and then 

representing number of points in this fragment. [112] 

Proposed gather plots which are defined as form of unit 

visualizations. This was successful in aggregation 

avoidance while maintaining the identity of individual 

entites. Still data sparsity and long tail problem has many 

sides to explore increasing its research scope. Figure- 7 

shows sparsity in 8 datasets. 
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Fig-7 Sparsity of 8 commonly utilized datasets 

 

6.2 RQ2 –Investigation of Multimodal data: 

Multimodal recommendation systems aim to provide 

personalized suggestions by incorporating various user 

and item information, considering styles and aesthetic 

preferences. These systems utilize multiple forms of data 

to suggest items based on user input, history, and even 

visual aspects like color and pattern matching. However, 

integrating item multimodal content into existing 

sequential recommendation frameworks faces two key 

challenges [113]. Firstly, different types of content 

modalities often have distinct representations. Secondly, 

there's a disconnect between users' sequential behaviors 

and the multimodal content of items. Researchers have 

proposed solutions like transfer learning, topic modeling, 

and LDA to tackle these issues. These systems aim to 

recommend items aligned with a user's preferences, 

saving time and potentially increasing revenue by 

suggesting items with similar themes, styles, or 

ambiances. 

Most recommender systems rely on a single type of data 

modality, often centered around text-based information 

such as feedback, ratings, and purchase history. These 

systems analyze and utilize textual data to generate 

recommendations personalized to user preferences and 

past interactions. But when it comes to document 

recommendations though excluding video, audio data, 

images, location and other social parameters too 

contribute to context. Demography and temporal features 

contribute to decision making focusing language, time 

and culture. Physiology plays an important role in mood 

and social preferences. The following Figure-8 shows 

consideration multimodal features in literature. 

 

Fig-8 Percentage of multimodal features considered for textual recommendations. 
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6.3 RQ3 –Investigation of Cold start: 

The cold start problem emerges when a recommender 

system lacks adequate data to make meaningful 

recommendations. This occurs when new users have 

rated very few or no items, posing a challenge in 

generating effective suggestions. Solutions to this issue 

include: (a) Prompting new users to specify their 

preferences explicitly. (b) Encouraging new users to rate 

items initially. (c) Gathering demographic data or 

metadata from users to tailor recommendations based on 

this information. The problem of weak trust, long tail or 

short head co exists along with cold start or warm start. 

This relation is depicted through Figure- 9. 

 

Fig- 9 Co-existence, relation and impact of weak trust, long tail and cols start. 

By the fact that evaluation any recommender system 

requires measurement of ranking quality, the following 

Figure- 10 shows average nDCG performance 

concerning cold start users for 8 commonly used 

datasets. 

 

 

 

Fig- 10 Average nDCG performance concerning cold start users for 8 commonly used datasets 

6.4 RQ4 –Investigation of Explainability within recommendation systems focuses on clarifying why an AI system made a 

specific decision, recommendation, or forecast. It aims to offer insights into the rationale behind the system's choices, 

benefiting users and system developers by elucidating why certain items are suggested. Achieving this involves 

comprehending the inner workings of the AI model and the data it relies on for training.It has two types- post-hoc and 

model-based. Post-hoc explainability provides clarifications after the model has made its decision, while model-based 

explainability integrates explanations within the model itself.In the realm of explainable recommendation systems, the goal 
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is to create models that not only produce top-notch recommendations but also provide easily understandable explanations 

for those recommendations. Following Figure-11 shows level of goals achieved for explainability in recent literatures. And 

Figure-12 depicts how various interpretability factor lead to explainability. 

 

 

Fig-12 Various factors leading to explainability 

6.5 RQ5: Investigation of Evaluation metrics utility 

Assumingthe defined categories of evaluation metrics in 

section 5.2 namely Business, Online/ Offline, Objective/ 

Subjective, Fairness, Classification, Clustering, 

Regression, Ranking, Similarity distance and Group 

evaluations, Following Table shows the condensed 

overview of an extensive examination of evaluation 

metrics, each tailored to a specific task, highlights crucial 

factors to consider when utilizing these metrics. This 

presents a concise summary outlining the defining 

features and considerations essential for employing these 

evaluation metrics effectively in their respective tasks 

(Table-1). 

Evaluation metric Important aspects/ ideas to be taken care of Task in recommendation 

p-value As more data is collected, less patterns can be inferred from it Group evaluations 

Kolmogorov-

Smirnov (KS) 

statistic 

Only for continuous distribution and more sensitive at center of 

distribution, measure high order inconsistencies 

Fairness 
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Fig- 11 shows level of goals achieved for explainability in recent literatures [114]  
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EAGF Increase in value ensures balanced recommendations Fairness 

SPD Low value implies high performance Calibrated Fairness 

MRR Handled according to implicit/ explicit data Ranking 

HR and recall Proper selection of top k recommending list Ranking 

PCC For quantitative variables, linear relations and normal distribution, 

cannot handle outlier, cant differentiate dependent and 

independent variables, not for homogeneous data 

Recommendation as 

regression task 

Accuracy For a balanced problem where every class has equal importance. Recommendation as 

classification task 

F1 For binary classification and positive classes are more important Recommendation as 

classification task 

AUC curve Gives equal importance to positive and negative classes, not for 

imbalanced data 

Recommendation as 

classification task, ranking 

prediction 

DCG Can compare system (same parameters and recommending same 

number of items), checks whether independent variable 

contributes to model or not. 

Ranking 

nDCG Unboundedness with negative samples i.e., do not penalize 

irrelevant estimations 

Ranking 

R2 Cannot recognize bias in predictions Recommendation as 

regression task 

MAE Ever error either small or large has equal weightage, cannot 

handle outlier 

Recommendation as 

regression task 

Average precision For imbalanced data weighing positive samples more Ranking 

MSE For normalized data, fluctuates in presence of outliers Recommendation as 

regression task 

RMSE Sensitive to outliers Recommendation as 

regression task 

RMSLE Can handle outlier, long tail exists for target value Recommendation as 

regression task 

MCC Best value and worst value of 1 and -1 occurs for positive and 

negative correlation respectively. 

Recommendation as 

classification task 

CH index Used when ground truth is unknown, high score means better 

performance, how good inherent features of data are used for 

creation of well clusters  

Recommendation as 

clustering task 

V score/ NMI Measures whether independent label assigning methods of two 

datasets agrees or not in case where ground truth value is 

unknown 

Recommendation as 

clustering task 

t-test For independent and normally distributed data, homogeneous 

variance 

Group evaluations 

ANOVA Comparing mean of 2 or more groups/ comparison  of multiple 

pairs 

Group evaluations 

Table-1 Summary of evaluation metrics 

7. Challenges: 

Privacy and Security: The data used in recommendation 

systems are vulnerable to attacks like online adversarial 

behavior and data poisoning. These attacks can insert 

deceptive or remove vital information, leading to skewed 

model parameters and biased training, influencing user 

exposure and market manipulation. Solutions proposed 

in studies [31] and [89] involve storing public data on a 

central server and keeping user data locally. They 

exchange necessary data to compute the model locally, 

securing the weights used in data exchange through 

Differential privacy. This approach limits information 

leakage but introduces communication overhead and 

remains susceptible to model attacks. The profiling phase 

presents a high-risk period for user information 

exposure, despite regulations like the General Data 

Protection Regulation (GDPR) not fully addressing 

misuse by public organizations, necessitating additional 

privacy regulations and guidelines. 

Data Anonymisation: Anonymizing data is an effective 

solution for privacy concerns, yet it introduces 

challenges affecting accuracy. Initiatives like accessing 
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cookies [91] to achieve this are hindered when users 

switch to incognito mode, complicating implementation. 

[93] Explored using anonymized data with homomorphic 

encryptions to enhance privacy and reduce third-party 

reliance. However, certain anonymization techniques 

struggle with high-dimensional data [92], requiring a 

delicate balance in considering attribute sensitivity. 

Employing anonymization must coincide with proper 

data masking and sensitive attribute categorization to 

maintain system performance [91]. Moreover, it's 

challenging to extract data patterns from anonymized 

data, crucial for recommender systems' insights. 

Additionally, while anonymization doesn't allow 

reidentification of encrypted entities, pseudonymization 

facilitates such identifiability. 

Filter Bubbles and Bias: Customer behavior and 

consumption data serve as pivotal aspects in business 

analytics [85]. Recommendations often rely on past 

behavior and deductions drawn from it. However, this 

tendency can result in observation bias, fostering filter 

bubbles. These bubbles confine users to limited content 

that aligns with and reinforces their existing mindset and 

beliefs. Consequently, this can amplify self-reinforcing 

extremism and create echo chambers that dismiss 

alternative perspectives. Moreover, imbalanced data can 

introduce biases, such as commonly suggesting cricket, 

kabaddi, or sports-related content to males while 

recommending festival discounts or sales to females. 

While analyzing consumption behavior is essential, over-

specialization in this regard can contribute to filter 

bubbles. 

Fairness:The analysis generally indicates a conflict 

between system performance and accuracy when 

considering fairness [75]. However, achieving optimal 

solutions necessitates addressing all these aspects. While 

numerous works, like [90], delve into fairness, they often 

focus on a single type. Exploring joint, all-

encompassing, and comprehensive fairness, with a 

detailed examination of the effects of different evaluation 

metrics, remains an unexplored area. To address fairness 

effectively, identifying sensitive attributes and their 

proper utilization is equally critical. Many existing 

studies assume that the necessary fairness-related 

attributes are present in the data, but there might be 

instances where this essential information is missing, 

underscoring the need for further investigation into 

fairness-related aspects. Implementing explainability in 

the recommendation task for fairness could persuade 

users more effectively, potentially enhancing their 

satisfaction levels and bolstering trust in the system [75]. 

For instance, in [32], adversarial learning was employed 

to discern bias-free (learning independent attributes of 

bias) and aware (sensitive attributes) embeddings of 

users, effectively reducing unfairness caused by bias. 

However, fine-tuning hyperparameters to eliminate bias 

and enhance fairness can be challenging and might 

expose the model to potential vulnerabilities. 

Additionally, it's important to note that fairness doesn't 

imply equal content exposure to all users; frequently 

active shoppers might receive more accurate estimations 

compared to those who rarely engage in shopping 

activities. 

Serendipity: This concept combines various traits: 

relevance of an entity to a user (its connectedness or 

usefulness to the user), unexpected or surprising entities 

(those that seem fascinating or attention-grabbing), and 

novelty (items that the user hasn't encountered or been 

exposed to yet but may find interesting). For instance, if 

a user encounters technical content that they haven't seen 

before and reads it, it's considered novel. However, it 

doesn't qualify as serendipitous unless the user desires to 

engage with it further. Serendipity occurs when the user 

becomes interested in exploring that topic more after the 

initial encounter [29]. 

Time Factor: The demand for recommender systems 

involves responsiveness to user behavior within specific 

time frames. This necessitates real-time processing, low 

latency, efficient, and swift handling of large data 

volumes. Additionally, recommendations need to be 

timely, considering trends, popularity, seasonal patterns, 

individual preferences, recent inputs, and unique 

predictions. For instance, news articles tend to become 

outdated more quickly than technical content. Moreover, 

the duration of consumption or time spent on each varies 

significantly—news articles typically receive less 

attention compared to the prolonged engagement seen 

with technical content. 

Duplications: This issue arises when numerous links 

present similar content, causing users to lose interest or 

trust in the system. Conversely, some links may actually 

offer valuable new information, but users might 

mistakenly perceive them as irrelevant or untrustworthy. 

As a result, users may be confined to a limited range of 

content, reducing their exposure to diverse information. 

To address this problem, providing explanations for 

recommendations can be an effective solution. 

Diversity: To enhance user experience, trust, and 

engagement, providing a diverse array of information is 

crucial. When users encounter similar links or content, 

they tend to lose interest. However, many studies 

primarily focus on optimizing recommendation accuracy 

while neglecting the importance of diverse content [43]. 

Diverse recommendations not only involve suggesting 

new content different from previous recommendations 

but also expose users to a varied range of top n interests. 

Diversity measures the uniqueness and variability among 

predicted items, often implemented through re-ranking 
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techniques like Intra list similarity, normalized diversity, 

or temporal diversity [29]. However, employing diversity 

through re-ranking poses a trade-off between accuracy 

and diversity due to high computational demands. Future 

directions in diversity research involve exploring the 

accuracy-diversity trade-off, assessing diversity levels 

tailored to individual users [29], and designing scalable 

systems for diversification. 

Incognito tabs: Handling user data in incognito tabs 

poses a challenge for recommendation systems as it 

restricts access to essential user information stored in 

cookies, history logs, and tracking. Due to the limited 

updates in users' interests, it may lead to repetitive 

recommendations, potentially causing user 

disengagement. Future efforts should focus on devising 

methods to identify and manage user data when 

incognito tabs are utilized before employing 

recommendation systems for predictions. 

Content Validation and Control:The prevalence of spam 

or fraudulent content can mislead users, necessitating 

that all recommended data be current, authenticated, and 

sourced from authorized channels. It's crucial to filter out 

low-quality or harmful content before making 

recommendations, addressing the challenge of 

misinformation or content that can have adverse social 

impacts. 

Explainability: It is equally necessary to provide user 

with the reason of any entity being recommended to 

them in order to boost and maintain their trust for 

system. The deep learning work flows and outputs are 

really not easily understandable by non technical users. 

[47] Analyses the use of attention based and graph based 

models to provide explainability, as weights of attention 

modules gives intuition about internal working which in 

turn can explain feature contribution for model. 

Providing information about interactions, entity relations, 

semantics, rules and associations, knowledge graph can 

solve issues with cold start, explainability and accuracy. 

Integration of visualization for recommendation tasks 

improves explainability [88].To the best of knowledge, a 

system that can give user with proper overall 

explanations of recommendations hasn’t been developed 

yet. However, providing proper explanations in an online 

environment still remains unexplored and has a vital 

scope for future work.  

Long Tail:The term refers to the situation where only 

short head items (set of purchased and popular entities) 

are recommended but long tail (set of purchased but 

unpopular and less viewed) aren’t introduced to users 

[88]. [94] Categorized this problem to usage of clusters, 

graphs, deep learning, ranks, linear model, relevance, 

user –values, multi-level item similarity and multiple 

evaluation metrics. But while considering users to be 

within session or sequencing scenarios, problem exists 

for balancing short heads-long tails and recommendation 

decision made for them. Second issue with these, is 

consideration of only entity ratings, user and entity 

features, other sensitive information like demographics, 

time factor and semantics or context are being ignored. 

Finally for evaluation purpose metrics like diversity, 

coverage rate (percentage of discrete items among 

recommendations) and popularity distributions are 

considered commonly excluding serendipity. Long tail 

recommendation need exploration of proper evaluation 

metrics according to data, environment and users 

contexts. 

Multimodal and Multilingual data:The domain of 

document recommendation encompasses a variety of 

content formats, including images, links, and texts, often 

spanning multiple languages [29]. However, current 

research predominantly focuses on single data types—

text, images, or videos—failing to address the challenges 

arising from the fusion of multiple formats. For instance, 

technical document recommendations may involve not 

only textual information but also images (like workflows 

or equations) and links (directing to codes or videos), 

necessitating comprehensive approaches that encompass 

diverse content types. 

Other Issues: Sequential consumption is beneficial for 

users seeking updated or related information in 

subsequent readings. However, this approach might not 

be favorable when it repetitively suggests similar items, 

as seen in music or movie recommendations [29]. 

Addressing the lack of a benchmark dataset capable of 

measuring comprehensive metrics, including "total 

fairness" for all system stakeholders, remains a 

challenge. Additionally, understanding user churn rates 

offers insights into satisfaction levels, the speed of 

recommendation changes post new ratings, and 

underlying interests. Lowering churn rates can foster 

user trust. Besides accuracy metrics, effectively 

managing missing data and noise is crucial. A system's 

ability to provide relevant suggestions despite noise and 

outliers showcases its robustness. Moreover, addressing 

challenges related to data sparsity and cold start 

problems when new entities, whether users or items, join 

the online environment requires further exploration. 

8. Discussions and Future Scope: 

Deep Reinforcement Learning: The implementation of 

deep reinforcement learning offers valuable insights into 

model operations, shedding light on consumer behaviors 

and decision-making rationales. This visibility aids in 

monitoring the training phase, enabling prompt 

intervention if any undesirable occurrences arise. 

However, such methods allow a deep scrutiny of internal 

states, rendering them unsuitable in scenarios prioritizing 
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security and privacy concerns. They find optimal 

application in unstructured environments. Leveraging 

SHAP (SHapley Additive exPlanations) values allows 

for an analysis of long-term effects concerning the 

combination of state and action for each user. RL-SHAP 

plotting effectively illustrates the impact of features on 

actions, delineating whether these effects are positive, 

negative, high, or low. 

Interpretability and Explainability: When security takes 

precedence, machine learning (ML) or deep learning 

(DL) models are often non-transparent. This lack of 

transparency impedes comprehensive understanding, 

making it challenging for developers to identify failures 

and their root causes. To address this, various 

frameworks such as SHAP, LIME (Local Interpretable 

Model-agnostic Explanations), Shapash, InterpretML, 

ELI5, and OmniXAI (Omni eXplainable AI) have 

emerged to enhance explainability and interpretability in 

these models. 

Blockchain: There's a distinct gap between model 

performance and its security. Blockchain technology, 

known for its attributes such as resiliency, durability, 

flexibility, and trust, offers potential contributions to 

privacy-preserving recommender systems by eliminating 

third-party interference. It's seen as a solution to common 

challenges like transparency and decentralized training, 

ensuring security. However, challenges like scalability, 

distributed training, and explainability need careful 

consideration when employing blockchain in these 

systems [96]. 

Multitask and Transfer Learning: Recommendation tasks 

often involve multiple objectives, necessitating the 

optimization of multiple losses. Multi-task learning 

(MLT) facilitates this optimization by allowing variables 

to be shared among tasks and enabling transfer learning. 

Previous work has highlighted the use of transfer 

learning (TL) in addressing data sparsity issues [29]. 

However, addressing noise, outliers, and missing data 

requires considering strategies to handle the differences 

in dataset features. 

Federated Learning: Decentralized management becomes 

necessary due to hardware limitations for online 

computations. On-device computations may be 

constrained by data, labeling, and model size limitations. 

Federated Learning (FL) has effectively addressed data 

sensitivity concerns in handling heterogeneous devices, 

edge computations, and their optimization. FL holds 

substantial potential in the online environment if 

challenges such as system heterogeneity, statistical 

variations, privacy concerns, and communication 

overhead are addressed efficiently [97]. 

Augmentation and Contrastive learning: Image features 

within document recommendations are often overlooked, 

and their adaptation to specific environments is rarely 

explored. Self-supervised learning, such as Contrastive 

Learning (CL), could prove effective in an online 

environment due to its label-free learning nature. 

However, the potential of CL in this particular 

recommendation task remains largely unexplored. 

Raw Data Exploitation: Self-supervised methods have 

gained prominence for their ability to explore and 

analyze raw data directly, providing richer prompts for 

effective model training. It begins with a thorough 

examination of augmentation techniques for pre-training. 

Leveraging augmentation can facilitate learning without 

the reliance on labels. Once augmentation is addressed, 

the focus shifts to the primary task of making 

recommendations. However, leveraging the pre-trained 

model with augmentation can potentially enhance the 

performance of recommendation systems even further. 

Multi-objective reinforcement learning (MORL): Multi-

Objective Reinforcement Learning (MORL) is designed 

to address multiple goals simultaneously. While 

Reinforcement Learning (RL) is adept at handling 

uncertainties in sequential estimations, it typically 

maximizes selected numerical values representing a 

single long-term objective. Even when considering 

multiple objectives, they are often viewed as a linear 

combination. Factors to consider when conceptualizing 

solutions include the nature of single or multiple policies, 

the nature of utility functions, deterministic or stochastic 

policies, scalarized expected returns (SER), and expected 

scalarized returns (ESR) according to [99]. This 

powerful technique can make systems more adaptable in 

real-time scenarios. 

Causal Bayesian networks (CBN): Metrics used for 

fairness often focus on the relationship between sensitive 

features and the output. However, training data patterns 

can generate unfairness that might affect other attributes 

as well. Causal graphs or CBNs (Causal Bayesian 

Networks) can aid in understanding how sensitive 

attributes impact others in the process. Constructing 

causal graphs poses a primary challenge, often relying on 

general information such as ID details [75]. Including 

more features complicates the construction process. 

Furthermore, addressing extraneous determinants and 

managing the complexities of conducting counterfactual 

inference [98] are challenging aspects. There's significant 

scope for further exploration and improvement in 

addressing these drawbacks. 

9. Conclusion: 

This study focuses on different classifications of 

document recommendation tasks and the features 

considered within each category. We delve into recent 

research and literature pertaining specifically to 

document recommender systems, analyzing and 
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comparing techniques and models based on categorized 

tasks and their respective key features. Additionally, we 

present comparisons of the various goals targeted by 

literature in each specific category. The comprehensive 

overview includes insights into datasets and evaluation 

metrics. Through an analysis of these metrics, we 

identify key points to enhance the responsibility of 

recommendation systems. Results section provide 

insights to the quality of this study. By uncovering 

challenges and suggesting unrealized potential, we 

provide the latest perspectives and insights for future 

research in this field. The knowledge shared in this work 

aims to inspire researchers to develop progressive 

solutions for the current domain and other real-time 

application domains. 
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