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Abstract: Clustering is an unsupervised process of grouping the similar types of data and plays a significant role in the fields of machine 

learning and data science. K-means is one of such clustering algorithm and it has various application fields. One of these application 

areas is text mining and many researchers have used K-means for text summarization purpose successfully. In the mean time, it is found 

that K-means algorithm has some noticeable drawbacks namely low efficiency and more iteration while dealing with the large dataset. 

To overcome these issues, a modified K-means has been illustrated by Garain et al.[1] called as K-RMS clustering algorithm. In the 

present work, K-RMS algorithm has been applied for text summarization. The K-RMS algorithm has been tested to OpinosisDataset1.0 

dataset and compares the result with K-means clustering algorithm and found the noticeable result. 

Keywords: Text summarization, K-means algorithm and K-RMS clustering algorithm. 

1. Introduction 

The overwhelming progress of Internet technology and 

digital content collection is the cause of making available 

and reachable the tremendous volume of data to us. The 

large volume of information may have the advantages and 

drawback if it can’t be processed properly as users may 

retrieve all the information or miss the useful information 

[14]. Text summarization is considered as a solution to the 

problem of processing large volume of text data. Text 

summarization is a process of representing the summarized 

form of a given text document or multiple text documents. 

This compressed or summarized version should be able to 

contain all the significant sentences of the given document 

to express overview of the entire document to the users. 

Text summarization process is based on either single 

document or multiple documents. If summary is generated 

from a document then the technique is named as single 

document text summarization and if the multiple 

documents are utilized to produce the summary then the 

system is called multiple document text summarization 

system [2]. The backbone process of text summarization is 

very complex that perfectly utilizes the majority of Natural 

Language Processing (NLP) abilities. Among the 

extractive and abstractive summarization process, this 

research work focuses on the extractive summarization 

technique. The conventional extractive based text 

summarization technique applies the sentence features 

scores for extracting the meaningful sentences to 

incorporate into summary. This paper presents the K-RMS 

based text summarization technique. 

2. K-Means Algorithm  

K-means is one of the well-known clustering techniques 

because it’s effortless execution and fast convergence. The 

basic idea of K–Mean was given by though the idea goes 

back to Hugo Steinhaus in 1956 [4]. In 1967 James 

MacQueen used the term "k-means" first time in 5th 

Berkeley Symposium on Mathematical Statistics and 

Probability [5]. The standard algorithm of K–Mean was 

first proposed in 1957 by Stuart Lloyd of Bell Labs as a 

technique for pulse-code modulation and it was published 

as a journal article in 1982 [6]. Edward W. Forgy 

published essentially the same method in 1965, so it is also 

referred as the Lloyd–Forgy algorithm [7]. 

This algorithm needs a number of iterations to get k 

clusters from a sample size of n items that are defined by 

m attributes. Multiple researches have been done for 

achieving the better accuracy of basic K-means algorithm. 

Kanungo et al.[8] and Jainet al.[9] have characterized K-

means algorithm as a method of categorizing the items into 

group of identical items based on likeness or distance 

measure. Still, K-means algorithm successfully works on 

widespread fields such as text mining, information 

retrieval and machine learning of neural network, pattern 

recognition, classification analysis, artificial intelligence, 

image processing and machine vision. Cimiano et al.[10] 

has described that k-means algorithm can be extensively 

applied for partitional clustering with linear time 

complexity and also pointed out that the performance of k-

means algorithm can be enhanced by using the fast variants 

of it. Hartigan [11] has explained k-means as a method that 

assigns the mean value of the document as cluster’s 

centroid. K-means is the base algorithm for K-RMS 

algorithm applied in this paper. The K-means clustering 

algorithm begins its functioning by randomly chosen k 
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number of initial cluster’s centers and trying to enhance the 

efficiency of clustering iteratively [12].  At the beginning 

every point is allotted to some cluster located at its nearest 

distance. Actually the distance is calculated between a 

point and centroid of the cluster. After allocated a point to 

a cluster, new centroid has been calculated by the given 

formula iteratively 

𝑋= (𝑥1 + 𝑥2 +⋯+ 𝑥𝑛) 𝑛⁄   (1)  

𝑌 = (𝑦1 + 𝑦2 +⋯+ 𝑦𝑛) 𝑛⁄                  (2) 

The advantages of k-means algorithm are understandable 

and flexible and can be executed easily. The cluster 

number is a constraint of k-means algorithm and it must be 

given at starting point of execution but number of clusters 

at output may vary [13]. Therefore, the proposed work 

incorporates modified k-means named as K-RMS 

clustering algorithm with sentence scoring methods and 

some significant parameters of text summarization. 

K-means algorithm can be represented by following steps 

[14].  

Step 1 : Arbitrarily choose k points as the initial cluster 

centers.  

Step 2 : Repeat step 3 to step 5  

Step 3 : Reassign every point to the cluster to which 

the point is the most similar based on the mean 

value of the point in the clusters.  

Step 4 : Update the cluster mean value accordingly. 

Step 5 : Until means remain unchanged. 

In this clustering algorithm user need specify the number 

of clusters k and this required help of domain experts. This 

algorithm still automatically affected by the fact of 

choosing the primary solution [3] as first k central points 

are selected randomly.  This random selection of initial 

central point affects the consistency of algorithm and gives 

different results for different primary solutions.  This 

algorithm is inefficient for identifying clusters from a 

datasets which having small decimal values and some time 

it needs large number of iterations. Sometime the number 

of iterations increases due to persistence of cancellation 

process. For example, consider some points (3, 7), (8, 5), (-

3, - 7) and (-8, -5).  Now assume point (3, 7) and (-3, -7) 

are assigned to one centroid and point (8, 5), (-8, -5) are 

assigned to another centroid. Therefore, both centroid 

become (Xc, Yc) = (0,0). So that the number of iteration 

increases as cancellation process persists. In order to cover 

above drawbacks, K-RMS algorithm has been introduced 

by Avishek Garain et.al [1]. 

3. KRMS clustering algorithm  

The K-RMS clustering algorithm is able to handle the 

problem related to singed data processing as it cares for 

contradictory values in datasets and also cuts the number 

of iterations and enhances the efficiency. It is found that 

Root Mean Square (RMS) [15-16] value in place of 

average value helps to decrease the number of iterations 

for large datasets efficiently as RMS value is accurate to a 

greater extent and speedily cover up various fields of 

science like chemistry with VRMS (Root Mean Square 

Velocity), electrical circuit etc. The complexity of the K-

RMS algorithm is less than the algorithm which used the 

average value. The steps of the K-RMS algorithm have 

been listed as follows [1]: 

Step 1:  

Assume, there are n number of data points and m number 

of features of the dataset, then one of the data point 𝑋1 can 

be defined by set 𝑋1 = {𝑥1, 𝑥2, 𝑥3, …… . . , 𝑥𝑚} and another 

data point 𝑌1 is denoted by 𝑌1 = {𝑦1, 𝑦2, 𝑦3, …… . . , 𝑦𝑚}. At 

the beginning, K-RMS clustering algorithm achieves the 

given number of cluster’s centroids randomly. Consider, 

cluster count is M and centroid is defined by 𝜑 as follows 

𝜑 = {(𝑥1, 𝑦1), (𝑥2, 𝑦2), (𝑥3, 𝑦3), …… . , (𝑥𝑀, 𝑦𝑀)}. Now, 𝜑 

have random values at the beginning. The median 

Euclidean distance is computed between a centroid and a 

given data point say (x,y) for assigning it to one of the 

centroids. The median distance is denoted by δ. The δ 

between two pair of points (Xi,Yi) and (Xj,Yj) where one of 

these point may be considered as centroid, is computed as 

follows 

𝛿𝑖𝑗 = √((𝑋𝑖 − 𝑋𝑗)
2
+ (𝑌𝑖 − 𝑌𝑗)

2
)   (3) 

The numbers of data points are used to normalize the 

Euclidean distance to take it closer to the threshold that 

determines the convergence. The Euclidean distance makes 

less iterations count without blocking the efficiency. The 

minimum Euclidean distance (𝛿𝑖𝑗) among all data points is 

considered as centroid.  

Step 2: 

The data points which are allocated to the centroid, the 

new RMS values (XRMS, YRMS) are computed for (X,Y) 

coordinate and consider as new centroid given as follows 

𝑋𝑅𝑀𝑆 = √(𝑋1
2 + 𝑋2

2 + 𝑋3
2 +⋯+ 𝑋𝑛

2)/𝑛  (4) 

𝑌𝑅𝑀𝑆 = √(𝑌1
2 + 𝑌2

2 + 𝑌3
2 +⋯+ 𝑌𝑛

2)/𝑛  (5) 

Step 2 is repeated to initialize each centroids. 

Step 3: 

Then the distance is computed between starting position 

and final position of every centroid and the computed 

distance is known as shift. The max(shift) or threshold  is 

user defined value. If 𝑠ℎ𝑖𝑓𝑡 < max⁡(𝑠ℎ𝑖𝑓𝑡) then no more 

iteration needed for that centroid. 

Step 4: 

The list of updated centroids has been noted and utilized to 
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step 1 where calculated distance from all points has been 

detected and assigned in an appropriate way. Also the 

highest and lowest flaws have been measured. The highest 

and lowest flaws are δmax and δmin that are calculated after 

Kth iterations of the median balanced distance between 

each point and its cluster centroid i.e. called distortion cost. 

To proceed to the next iteration, distortion cost is 

compared with threshold value. 

4. Features of text summary 

In this section, we have explained the significant features 

of a good text summary.  There are many features have 

been proposed by several searchers for a good text 

summary method and among them readability, cohesion 

and non-redundancy are accepted as important features of 

good summary [17-20]. 

Readability: The good summary should be readable. That 

means a good summary must contain significant sentences 

that are able to express the overall matter of source 

document clearly. If a summary achieves the readability 

feature that indicates, the summary is easily 

comprehensible and grammatically correct. Readability 

[17] is measured by cosine similarity between sentences 

represented by the formula given in (6)  

𝑅𝑒𝑎𝑑𝑖𝑏𝑖𝑙𝑖𝑡𝑦 =
∑ 𝑠𝑖𝑚𝑐𝑜𝑠(𝑠𝑗,𝑠𝑗+1)𝑗∈𝑠𝑢𝑚

max 𝑠𝑖𝑚𝑐𝑜𝑠(𝑠𝑗)
⁡⁡                           (6) 

Where 𝑠𝑖𝑚𝑐𝑜𝑠(𝑠𝑗) represents the cosine similarity. 

Cohesion: The feature cohesion is used to express the 

interrelationship between sentences of the summary. 

Shareghi and Hassanabadi [17] have explained the formula 

for measuring cohesion. 

𝐶𝑜ℎ𝑒𝑠𝑖𝑜𝑛(𝑠𝑢𝑚) =
𝑙𝑜𝑔(𝐴𝑣𝑔𝑠𝑗∈{𝑠𝑢𝑚}

(𝑠𝑖𝑚𝑐𝑜𝑠))×9+1)

𝑙𝑜𝑔(𝑚𝑎𝑥𝑠𝑗∈{𝑠𝑢𝑚}(𝑠𝑖𝑚𝑐𝑜𝑠(𝑠𝑗))×9+1)
 (7) 

Where 𝑠𝑖𝑚𝑐𝑜𝑠 is calculated by following 

𝑠𝑖𝑚𝑐𝑜𝑠(𝑠𝑖 , 𝑠𝑗) =
∑ ISikISjk

m

k=1

√∑ ISik
m
k=1

2
.∑ ISjk

m

k=1

2
  , i, j = 1,   …..,n 

 (8) 

𝐴𝑣𝑔𝑠𝑗∈{𝑠𝑢𝑚}
(𝑠𝑖𝑚𝑐𝑜𝑠) indicates the average similarities of 

sentences existing in the system generated summary and 

𝑚𝑎𝑥𝑠𝑗∈{𝑠𝑢𝑚}(𝑠𝑖𝑚𝑐𝑜𝑠) denotes the maximum similarity in 

system generated summary. 

Non-redundancy: Non-redundant summary means it 

contains sentences which have minimum overlap that 

means it represents the maximum level of originality. The 

feature non-redundancy is measured by estimating the 

unlikeness between sentences using cosine similarity given 

below [21] 

𝑁𝑜𝑛 − 𝑟𝑒𝑑𝑢𝑛𝑑𝑎𝑛𝑐𝑦(𝑠𝑢𝑚) = 1 −

𝑚𝑎𝑥𝑗∈𝑠𝑢𝑚 (𝑠𝑖𝑚𝑐𝑜𝑠(𝑠𝑖 , 𝑠𝑗))                              (9) 

5. Proposed Algorithm  

1. Pre-processed the source data and generate the 

term-document matrix. 

2. Convert the processed data into the numerical form 

by using the sentence scoring methods. 

3. Randomly choose the centroid of clusters. 

4. For each data pointj 

Measure the Euclidean distance(𝛿𝑖𝑗)between each 

centroid (Xi,Yi)  and data point (Xj,Yj) 

Find out max(𝛿𝑖𝑗) and assign data point (Xj,Yj) to 

centroid (Xi,Yj) . 

New centroid has been updated by equation (4) and 

(5) 

5. If  𝑠𝑖𝑧𝑒(𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖) ≥
1

4
𝑠𝑖𝑧𝑒(𝑑𝑎𝑡𝑎𝑠𝑒𝑡) then repeat 

step 3 to step 4. 

6. 𝑠𝑖𝑧𝑒(𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖) ≤
1

8
𝑠𝑖𝑧𝑒(𝑑𝑎𝑡𝑎𝑠𝑒𝑡)then merge the 

clusters with its nearest one. 

7. Compute the cohesion, readability and non-

redundancy of each cluster. 

8. Finally the best performing group is being selected 

for output. 

6. Experiment and result analysis  

The work of the present paper uses the Recall-Oriented 

Understudy for Gisting Evaluation (ROUGE) tool [22] for 

grading the text summarization algorithm on the basic of 1-

gram and 2-gram. The ROUGE tool calculates the 

efficiency of the summarizer with the help of three metrics 

called precision, recall and F1-score. 

Dataset: We have used the OpinosisDataset1.0 [23] data 

set for experimental purpose. This dataset has a topic 

folder which consists of 51 files of various topics. The 

content of the file is used to assign the file name. Another 

folder of this dataset is carrying the four set of summaries 

of each file of the topic folder.  

Evaluation metric:  Generally co-selection-based and 

content-based metrics are used to evaluate the system 

generated summary. The precision, recall and F1-score 

come under the co-selection-based metric. All co-

selection-based metrics are simplified by confusion matrix. 

A simple confusion matrix has been shown below after 

assuming the following terms 

 Actual 

 

Predicted 

 Positive Negative 

Positive RR NW 

Negative NR RW 

Fig. 1: Confusion matrix 
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Recall: Recall is represented as the ratio of retrieved right 

sentences to sum of retrieved and non-retrieved right 

sentences and is given by 

𝑟𝑒𝑐𝑎𝑙𝑙 =
|𝑅𝑅|

|𝑅𝑅|+|𝑁𝑅|
                                                 (10) 

Precision: Precision tells about the ratio of retrieved right 

sentences to sum retrieved right and retrieved wrong 

sentences. The mathematical representation of precision is 

given by 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|𝑅𝑅|

|𝑅𝑅|+|𝑁𝑊|
                                          (11) 

F1 score: F1 score is calculated by the following equation  

𝐹1 =
2×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                                         (12) 

The content-based evaluation is carried out by cohesion 

and readability calculation of the summary. Cohesion, 

readability and non-redundancy can be calculated using 

equations (6), (7) and (9). In experiment content-based 

metrics are used for finding out the best nest. 

Result Analysis:  The proposed method begins with 10 

clusters randomly. As we all have the basic idea of K-RMS 

algorithm, at the beginning Euclidian distance between a 

data point and all centroids are measured. Now select the 

maximum distance to assign that data point and repeat this 

process for all data points. The maximum Euclidian 

distance ensures the maximum dissimilarity within the 

group. For smoothly understanding this process we are 

representing the fragment of experimental result below: 

Table 1 show that randomly 10 clusters have randomly 

been considered. For each data point, the Euclidian 

distance is measured. For example, the list of initial cluster 

centroids is shown in table 2 and the maximum distance 

from a particular centroid to data point i.e. 11 is 

represented as  

𝑚𝑎𝑥(𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑑𝑎𝑡𝑎𝑝𝑜𝑖𝑛𝑡 , 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑⁡𝑖) =0.38470493

1 i.e. distance from centroid of 9th cluster. So, data point 11 

is assigned to 9th cluster. This process is continued for all 

data points. So gradually, initial value of each centroid will 

be changed and for example after 2nd , updated centroid list 

has been represented at table 3.  Finally a list of centroids 

for all 13 clusters is obtained and shown in table 4. 

Before discuss about final cluster list in table 4, in the 

intermediate steps we have got such some clusters that 

contain very few data point so we merge it to its nearest 

cluster. In the same way, we also have found some clusters 

having large number of data points so we repeat the 

process for large cluster. Finally, table 4 represents the 

final cluster with centroids. Let’s have a look the content 

of finally obtained cluster. 

𝐶1 = {𝑆1, 𝑆17, 𝑆25, 𝑆32, 𝑆42, 𝑆48}, 

𝐶2 = {𝑆2, 𝑆13, 𝑆23, 𝑆31, 𝑆37, 𝑆44}, 

𝐶3 = {𝑆3, 𝑆12, 𝑆15, 𝑆19, 𝑆20, 𝑆35, 𝑆39, 𝑆45, 𝑆51}, 

𝐶4 = {𝑆4, 𝑆16, 𝑆30, 𝑆38, 𝑆40, 𝑆56, 𝑆61, 𝑆79, 𝑆84}, 

𝐶5 = {𝑆5, 𝑆18, 𝑆29, 𝑆41, 𝑆50, 𝑆81}, 

𝐶6 = {𝑆6, 𝑆22, 𝑆28, 𝑆46, 𝑆62, 𝑆88} 

𝐶7 = {𝑆7, 𝑆21, 𝑆34, 𝑆49, 𝑆85}, 

𝐶9 = {𝑆9, 𝑆11, 𝑆24, 𝑆33, 𝑆47},  

𝐶10 = {𝑆10, 𝑆27, 𝑆45},  

𝐶36 = {𝑆36, 𝑆60, 𝑆73, 𝑆83} 

𝐶52 =

{𝑆52, 𝑆54, 𝑆55, 𝑆57, 𝑆59, 𝑆63, 𝑆64, 𝑆68, 𝑆71, 𝑆75, 𝑆77, 𝑆78, 𝑆87},

𝐶53 = {𝑆53, 𝑆72, 𝑆82, 𝑆8, 𝑆58} 

Table 1: Assign data point to its far distance 

Centroid 1 2 3 4 5 6 7 8 9 10 

All distance 0.3056017 0.3251 0.3443413 0.2112051 0.2927998 0.3188746 0.2412683 0.1445875 0.3847049 0.1525552 

Min distance From 11 0.1445875                   

Max distance From 11 0.3847049               11   

                      

All distance 0.0939814 0.1862501 0.1941444 0.1762122 0.2520797 0.2807146 0.190357 0.1326392 0.1473321 0.1522277 

Min distance From 14 0.0939814                   

Max distance From 14 0.2807146         14         

                      

All distance 0.3486648 0.2807545 0.2298453 0.3176866 0.3194274 0.3268854 0.286601 0.3067392 0.2285821 0.2680716 

Min distance From 25   0.2285821                 

Max distance From 25 25 0.3486648                 

                      

All distance 0.4901207 0.5189849 0.480638 0.4824928 0.4783851 0.4304706 0.4458014 0.3724994 0.4587632 0.461557 

Min distance From 37 0.3724994                   

Max distance From 37 0.5189849 37                 

                      

All distance 0.3008863 0.3178113 0.3335425 0.3216573 0.2846502 0.3215219 0.2890705 0.318712 0.3127135 0.3018827 
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Min distance From 51 0.2846502                   

Max distance From 51 0.3335425   51               

 

Table 2: Initial centroid of all cluster 

Cluster Centroid 

1 0.0545 0.157895 0.157895 0.157895 0.105263 0.025 0.779412 1 0.012987 0.01 0.526316 

2 0.00949 0.090909 0.090909 0.090909 0.181818 0.05 0.779412 0.977273 0.012987 0.01 0.5 

3 0.048528 0.4 0.4 0.4 0 0.058824 0.602941 0.954545 0.028571 2.66E-06 1 

4 0.037069 0.272727 0.272727 0.272727 0.090909 0.027027 0.661765 0.931818 0.020408 0 0.636364 

5 0.029527 0.142857 0.142857 0.142857 0.142857 0.030303 0.544118 0.909091 0.047619 0.000385 0.428571 

6 0.025896 0.083333 0.083333 0.083333 0.166667 0.028571 0.602941 0.886364 0.028571 0.000385 0.416667 

7 0.024548 0.166667 0.166667 0.166667 0.166667 0.051282 0.779412 0.863636 0.012987 0 0.555556 

8 0.013694 0.166667 0.166667 0.166667 0.166667 0.054054 0.691176 0.840909 0.017857 0.000385 0.666667 

9 0.01917 0.1 0.1 0.1 0.3 0.028571 0.602941 0.818182 0.028571 0 0.5 

10 0.003861 0.166667 0.166667 0.166667 0.25 0.026316 0.720588 0.795455 0.063492 0 0.666667 

 

Table 3: Centroids of all cluster after 2nd iteration 

Cluster Centroid 

1 0.0545 0.157895 0.157895 0.157895 0.105263 0.025 0.779412 1 0.012987 0.01 0.526316 

2 0.00949 0.090909 0.090909 0.090909 0.181818 0.05 0.779412 0.977273 0.012987 0.01 0.5 

3 0.049484 0.293552 0.293552 0.293552 0.078567 0.045999 0.617822 0.858387 0.026298 0.001632 0.849837 

4 0.037069 0.272727 0.272727 0.272727 0.090909 0.027027 0.661765 0.931818 0.020408 0 0.636364 

5 0.029527 0.142857 0.142857 0.142857 0.142857 0.030303 0.544118 0.909091 0.047619 0.000385 0.428571 

6 0.025896 0.083333 0.083333 0.083333 0.166667 0.028571 0.602941 0.886364 0.028571 0.000385 0.416667 

7 0.024548 0.166667 0.166667 0.166667 0.166667 0.051282 0.779412 0.863636 0.012987 0 0.555556 

8 0.013694 0.166667 0.166667 0.166667 0.166667 0.054054 0.691176 0.840909 0.017857 0.000385 0.666667 

9 0.01917 0.1 0.1 0.1 0.3 0.028571 0.602941 0.818182 0.028571 0 0.5 

10 0.003861 0.166667 0.166667 0.166667 0.25 0.026316 0.720588 0.795455 0.063492 0 0.666667 

 

Table 4: Final Clusters with centroid 

Cluster Centroid 

1 0.043018 0.178293 0.178293 0.178293 0.206705 0.040769 0.732495 0.533567 0.019858 0.005904 0.642882 

2 0.04841 0.218988 0.218988 0.218988 0.171383 0.04278 0.699883 0.558092 0.020578 0.005262 0.588142 

3 0.032677 0.175862 0.175862 0.175862 0.175047 0.048212 0.716039 0.547869 0.022988 0.005259 0.628512 

4 0.057005 0.197368 0.197368 0.197368 0.170596 0.045327 0.714022 0.580671 0.023255 0.000362 0.614349 

5 0.020398 0.198454 0.198454 0.198454 0.181552 0.034916 0.743629 0.581066 0.024432 0.004201 0.578804 

6 0.043816 0.177882 0.177882 0.177882 0.175524 0.043136 0.722985 0.620889 0.024992 0.001022 0.58952 

7 0.041603 0.173568 0.173568 0.173568 0.218311 0.040546 0.728943 0.622993 0.026947 0.002953 0.584505 

9 0.057411 0.167561 0.167561 0.167561 0.197147 0.038234 0.716736 0.560493 0.022831 0.00034 0.5843 

10 0.047579 0.166736 0.166736 0.166736 0.198431 0.041381 0.653875 0.516431 0.042483 0 0.623684 

26 0.027267 0.164857 0.164857 0.164857 0.184984 0.317558 0.711163 0.613342 0.025385 0.000433 0.620278 

36 0.023382 0.218485 0.218485 0.218485 0.145955 0.034325 0.708482 0.572032 0.018413 0.005014 0.544137 

52 0.028132 0.180529 0.180529 0.180529 0.208729 0.279684 0.705847 0.536235 0.047255 0.000456 0.545534 

53 0.025153 0.183716 0.183716 0.183716 0.20043 0.040972 0.682106 0.618249 0.027656 0.000549 0.608276 
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Table 5: Cohesion, readability, non-redundancy  and efficiency for each 

cluster 

Clusters COHESION READIBILITY 
NON-

REDUNDANCY 

Efficiency 

of clusters 

1 0.628378 1.728209 -0.1796 0.715934 

2 0.269561 1.226657 0.968269 0.766302 

3 0.225559 1.033967 0.713673 0.614515 

4 0.43318 1.537089 0.026939 0.64248 

5 0.258328 1.241885 0.987726 0.772214 

6 0.575499 1.846857 0.493685 0.932362 

7 0.428674 1.109175 0.694868 0.712682 

9 0.338353 1.051736 0.885825 0.71661 

10 0.929018 1.828008 0.940389 1.202126 

26 0.436328 2.187122 0.485018 0.976173 

36 0.692496 1.4652 0.424515 0.843913 

52 0.293954 2.282111 0.776098 1.035044 

53 0.428511 1.00728 0.575524 0.646246 

 

From table 5, it is clear that the best efficient cluster is 

cluster number 10. The data point of this cluster is 𝐶10 =

{𝑆10, 𝑆27, 𝑆45}. So finally cluster 𝐶10 represents the 

summary. The calculated precision, recall and F1-score of 

the proposed method are 0.1983, 0.6728 and 0.306317 

respectively. 

7. Conclusion  

K-means clustering algorithm has been chosen for different 

purpose of text summarization as it is very easy to 

understand and easy to implement. But it also found some 

drawbacks while dealing with the large dataset. So in this 

paper we have used the K-means based K-RMS clustering 

algorithm for the same purpose first time according to my 

knowledge. We evaluate this algorithm on 

OpinosisDataset1.0 and get the notable performance. 
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