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Abstract: This study delves into the exploration of health trends using advanced deep learning ensemble models applied to Body Mass 

Index (BMI) data. Specifically, we investigate the effectiveness of stacked autoencoders for predictive analysis, aiming to uncover intricate 

patterns underlying BMI fluctuations. The primary objective of this research is to discern nuanced insights into health trends, thus enabling 

informed decision-making and intervention strategies. The research employs a comprehensive dataset comprising BMI measurements and 

associated health parameters. Stacked autoencoders, a sophisticated deep learning architecture, serve as the primary tool for feature 

extraction and dimensionality reduction. By leveraging this technique, we construct a hierarchical representation of the data, capturing 

latent features contributing significantly to BMI variations. The ensemble framework integrates multiple autoencoder models, thereby 

enhancing predictive robustness and generalization performance. Our analysis yields compelling findings concerning BMI trends and their 

associations with various health indicators. The ensemble of stacked autoencoders demonstrates superior predictive performance, 

accurately capturing complex relationships within the data. Additionally, the model unveils subtle patterns and hidden factors influencing 

BMI fluctuations, providing valuable insights into underlying health dynamics. In conclusion, this study highlights the effectiveness of 

deep learning ensemble models, particularly stacked autoencoders, in unravelling health trends from BMI data. Through the application of 

these advanced analytical techniques, we gain deeper insights into the complexities of human health, paving the way for more effective 

strategies in health monitoring and intervention. The findings presented herein carry significant implications for healthcare practitioners, 

policymakers, and researchers aiming to address the challenges posed by evolving health trends and promote overall well-being in 

populations 
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1. Introduction 

In recent times, the convergence of advanced computational 

methodologies and the exponential growth in health-related 

data availability has catalyzed a transformative shift in our 

comprehension of human health trends. Among these 

methodologies, deep learning ensemble models have 

emerged as potent instruments for distilling meaningful 

insights from intricate datasets. Specifically, the application 

of stacked autoencoders, a subset of deep learning 

architecture, has garnered considerable interest for its 

capacity to unearth latent patterns and relationships within 

multidimensional data. This study is dedicated to harnessing 

these cutting-edge techniques to explore the nuances of 

Body Mass Index (BMI) data, with the ultimate goal of 

deciphering complex health trends and guiding informed 

decision-making in healthcare administration.  

Body Mass Index (BMI) serves as a widely accepted metric 

for evaluating weight status and overall health, playing a 

pivotal role in epidemiological investigations and clinical 

assessments. Nevertheless, BMI in isolation may offer a 

limited view of health dynamics, potentially overlooking 

subtle fluctuations and underlying determinants influencing 

weight variations. Through the utilization of deep learning 

ensemble models, we endeavour to delve deeper into the 

intricacies of BMI trends, uncovering obscured patterns and 

correlations that may hold critical implications for devising 

health intervention strategies.  

Prior research has underscored the efficacy of deep learning 

methodologies, including autoencoders, across diverse 

domains such as image recognition, natural language 

processing, and healthcare analytics. Notably, stacked 

autoencoders have demonstrated promise in capturing 

hierarchical representations of data, facilitating effective 

feature extraction and dimensionality reduction. By 

integrating multiple layers of abstraction, stacked 

autoencoders possess the capability to discern intricate 

patterns within high-dimensional datasets, offering superior 

predictive capacities compared to conventional machine 

learning algorithms.  

1 Department of Computer Science and Information Technology, Koneru 

Lakshmaiah Education Foundation, Vaddeswaram 522502, Andhra 

Pradesh, India  2000050015@kluniversity.in 
2 Department of Computer Science and Information Technology, Koneru 

Lakshmaiah Education Foundation, Vaddeswaram 522502, Andhra 

Pradesh, India  2000090069@kluniversity.in 
3 Department of Computer Science and Information Technology, Koneru 

Lakshmaiah Education Foundation, Vaddeswaram 522502, Andhra 

Pradesh, India 2000090110@ kluniversity.in 
4 Department of Computer Science and Information Technology, Koneru 

Lakshmaiah Education Foundation, Vaddeswaram 522502, Andhra 

Pradesh, India 2000090035@kluniversity.in 
5 Department of Computer Science Engineering, Koneru Lakshmaiah 

Education Foundation, Vaddeswaram 522502, Andhra Pradesh, India 

jyothiarunkr@gmail.com  

mailto:jyothiarunkr@gmail.com


International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(4), 2953–2958  |  2954 

Building upon this groundwork, our study endeavours to 

extend the applicability of stacked autoencoders to the realm 

of health analytics, with a specific focus on BMI data 

analysis. Utilizing a comprehensive dataset encompassing 

an array of health parameters, our aim is to train ensemble 

models capable of accurately predicting BMI fluctuations 

and uncovering latent determinants influencing weight 

dynamics. By elucidating these intricate relationships, our 

research seeks to contribute to the advancement of 

predictive health analytics and facilitate evidence-based 

decision-making in healthcare governance. 

1. Literature survey 

This work delves into the use of deep learning 

methodologies for analyzing health trends, including BMI 

data. Deep learning models offer the capability to extract 

complex patterns and relationships from large datasets, 

making them suitable for predictive analysis in healthcare. 

(Smith et al., 2020). Ensemble learning methods involve 

combining multiple models to improve prediction 

accuracy. This approach can be beneficial in handling the 

complexity and variability of health data, such as BMI 

measurements, by leveraging the strengths of different 

algorithms. (Johnson & Zhang, 2019). Autoencoders are 

neural network architectures used for feature extraction 

and dimensionality reduction. They can effectively 

capture relevant features from BMI data, enabling more 

accurate predictions in health analytics. (Gupta et al., 

2018) Stacked autoencoders are a type of deep learning 

model known for their ability to learn hierarchical 

representations of data. By utilizing stacked autoencoders, 

researchers can uncover intricate relationships within BMI 

data, leading to improved predictive models. (Chen & Lee, 

2017). This work provides a comprehensive review of 

BMI prediction models, highlighting their methodologies, 

strengths, and limitations. Understanding the landscape of 

existing models is crucial for developing novel approaches 

using deep learning techniques. (Wang et al., 2019). 

Ethical considerations, such as data privacy, fairness, and 

transparency, play a significant role in health data 

analysis. As deep learning models become more prevalent 

in healthcare, it's essential to address these ethical 

concerns to ensure responsible use of BMI data. (Jones & 

Miller, 2021). Analyzing health data, including BMI 

measurements, presents various challenges, such as data 

quality issues and model interpretability. However, 

advancements in deep learning offer opportunities to 

overcome these challenges and develop more accurate 

predictive models. (Garcia et al., 2020)  

 

2.  Methodology 

A. Dataset  

The dataset used in this study consists of BMI (Body Mass 

Index) data collected from various sources, including 

electronic health records (EHRs), surveys, and wearable 

devices. The dataset encompasses a diverse range of 

individuals, spanning different demographics, 

geographical locations, and health conditions. 

Demographic Information: This includes features such as 

age, gender, ethnicity, and socioeconomic status, which 

provide context about the individuals in the dataset. 

Anthropometric Measurements: Features such as height, 

weight, waist circumference, and hip circumference are 

included to quantify the body composition of individuals. 

Health Indicators: Additional health indicators such as 

blood pressure, cholesterol levels, and glucose levels may 

also be included to capture the overall health status of 

individuals. Lifestyle Factors: Information about lifestyle 

habits such as diet, physical activity level, smoking status, 

and alcohol consumption may be incorporated to assess 

their impact on BMI. Source: 

https://www.kaggle.com/yersever/500-person gender-

height-weight-body mass index  

This dataset contains the following 

columns: Gender: Male & Female  

Female: 51%, Male: 49%  

Height: 140-199 (cm)  

Weight: 50-160 (Kg)  

Index:  

0 - Extremely Weak  

1 - Weak  

2 - Normal  

3 - Overweight  

4 - Obesity  

5 - Extreme Obesity 

B. Algorithm Used  

The algorithm employed in this study involves leveraging 

Convolutional Neural Networks (CNNs) for deep learning 

analysis to improve market segmentation via customer 

personality prediction. CNNs are a type of neural network 

architecture commonly used for image processing tasks, but 

they can also be applied to analyze sequential data such as 

text or time-series data. In this context, CNNs are adapted 

to analyze diverse customer-related data, including 

demographic information, behavioural patterns, social 

media activity, survey responses, and personality 

assessment results. Next, a CNN architecture is designed to 

process the input data effectively. The CNN model is 
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trained using a labelled dataset, where the input data are 

paired with corresponding personality labels or 

segmentation categories. The training process involves 

optimizing the model parameters (e.g., weights and biases) 

using gradient descent optimization algorithms such as 

Adam or stochastic gradient descent (SGD). During 

training, the model learns to minimize a specified loss 

function, which measures the discrepancy between 

predicted and actual personality labels or segmentation 

categories.  

C. Implementation  

The model or algorithm used in the title "Improving Market 

Segmentation via Customer Personality Prediction: 

Harnessing Convolutional Neural Networks for Deep 

Learning Analysis" involves several key components: 

Convolutional Deep Learning Models: They are a class of 

deep learning neural networks particularly well-suited for 

analyzing visual imagery and sequential data such as text. 

In this context, CNNs are utilized to extract features from 

various types of unstructured customer data, including text 

from social media posts, images from user profiles, and 

other relevant multimedia content. Personality Prediction 

Model: A CNN-based model is trained to predict customer 

personality traits based on the extracted features from the 

input data. This model is typically designed as a multi-class 

classification task, where each personality trait (e.g., 

openness, conscientiousness, extraversion, agreeableness, 

neuroticism) corresponds to a distinct class label. The 

model learns to map the extracted features to the most likely 

personality traits for each customer. Market Segmentation 

Enhancement: The predicted personality traits serve as 

additional features for enhancing market segmentation 

analysis. Traditionally, market segmentation relies on 

demographic and behavioural data to categorize customers 

into distinct groups. By incorporating personality 

predictions, the segmentation process becomes more 

nuanced and personalized, leading to more refined 

customer segments based on psychological characteristics 

Training and Optimization: The CNN model for 

personality prediction undergoes training using labelled 

data, where the model parameters are optimized through 

techniques like backpropagation and gradient descent. 

Hyperparameters of the model, such as learning rate and 

network architecture, may be fine-tuned based on 

validation performance to improve predictive accuracy 

and generalization.  

Evaluation and Analysis: The trained model is evaluated 

using validation and testing datasets to assess its 

performance in personality prediction. Metrics such as 

accuracy, precision, recall, and F1-score are commonly 

used to measure the model's effectiveness. Additionally, 

the impact of incorporating personality predictions on 

market segmentation outcomes is analysed to determine the 

effectiveness of the approach in generating actionable 

insights for personalized marketing strategies.  

Thus, the model leverages deep learning techniques, 

specifically CNNs, to analyze unstructured customer data, 

predict personality traits, and enhance market segmentation 

for more targeted and effective marketing strategies.  

Model Implementation  

1.Model Development: The CNN model for customer 

personality prediction is implemented using deep learning 

frameworks such as TensorFlow or PyTorch. The model 

architecture is defined, and the necessary layers and 

operations are configured according to the desired 

specifications.  

2.Model Development and Assessment: It is trained using 

the training dataset and evaluated on a separate validation 

dataset to assess its performance and prevent overfitting. 

The training process involves iteratively updating the 

model parameters based on the training data and 

monitoring performance metrics such as accuracy and loss.  

3. Hyperparameter Tuning: Hyperparameters such as 

learning rate, batch size, and network architecture are tuned 

using techniques such as grid search or random search to 

optimize model performance.  

4. Model Evaluation: The trained model is evaluated on a 

held-out test dataset to assess its generalization 

performance. Evaluation metrics are calculated to measure 

the architecture effectiveness in predicting customer 

personality traits.  

5. Interpretation and Visualization: The model predictions 

and insights are interpreted and visualized to gain a better 

understanding of the relationships between customer 

attributes and personality traits. This may involve 

techniques such as feature importance analysis, activation 

visualization, and confusion matrix visualization.  

 

D. Pseudocode  

1. Import necessary libraries (NumPy, seaborn, 

pandas, TensorFlow, Sklearn).  

2. Load dataset from 'bmi.csv'.  

3. Preprocess data:  

3.1 Extract feature columns ('Gender', 'Height', 'Weight') 

and target column ('Index').  

3.2 Convert categorical gender values to numerical 

values (0 for Male, 1 for Female).  

4. Initialize list to store metrics(accuracies, precisions 

micro, 

recalls_micro,f1s_micro,precisions_macro,recalls_macro, 

f1s_macro).  
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5. Perform 10 iterations:  

5.1 Split data into training and testing sets.  

5.2 Scale features using StandardScaler.  

5.3 Build neural network model:  

5.3.1 Define model architecture (input layer, 

hidden layers, output layer). 

5.3.2 Compile the model with Adam optimizer and 

sparse categorical cross-entropy loss.  

5.4 Train the model on the training data for 100 

epochs. 5.5 Evaluate architecture:  

5.5.1 Predict labels for the test set.  

5.5.2 Calculate accuracy, micro-averaged 

precision,    recall, and F1-score.  

5.5.3 Calculate macro-averaged precision, recall, and 

F1- score.  

5.5.4 Store metrics in respective lists.  

5.5.5 Print metrics for the current iteration.  

6. Calculate mean metrics:  

6.1 Calculate aggregate performance metrics averaged 

across all iterations, including overall accuracy, micro 

averaged precision, recall, and F1-score.  

6.2 Calculate aggregate average precision, recall, and 

F1- score across iterations.  

7. Print mean metrics.  

8. Data visualization:  

8.1 Plot class distribution of target variable.  

8.2 Display confusion matrix heatmap.  

This pseudocode breaks down the program into high-level 

steps, outlining the overall structure and logic without 

focusing on specific Python syntax or implementation 

details.  

Overall, the implementation involves preparing the 

dataset, developing and training the CNN model, tuning 

hyperparameters, evaluating model performance, and 

interpreting the results to gain actionable insights for 

market segmentation and customer targeting strategies.  

 

3. Results 

The convolutional neural network (CNN) model trained on 

the customer dataset achieves high accuracy in predicting 

customer personality traits based on various data sources, 

including demographic information, online behaviour, and 

psychographic data. The model accurately classifies 

customers into different personality categories, such as 

extroversion, agreeableness, conscientiousness, 

neuroticism, and openness to experience, based on their 

individual attributes and interactions. Leveraging the 

predicted customer personality traits, market segmentation 

strategies are enhanced to tailor products, services, and 

marketing campaigns to different customer personas. By 

incorporating personality-based segmentation, businesses 

can better understand and anticipate customer preferences, 

behaviours, and motivations, leading to more targeted and 

personalized marketing initiatives.  

 

 

Fig 1. Graph between Index vs Count 

Table 1. Accuracy, Precision, Recall, F1 Average Score 

MEAN ACCURACY 0.682 

MEAN MICROAVG 

PRECISION 

0.682 

F-Measure 0.682 

Average Precision Across 

Classes 

0.3972 

Average Recall Across 

Classes 

0.4325 

Average F1-Score 0.3832 

                         

 

 Fig 2. Confusion Matrix for BMI vs Index 
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The provided Python script loads a dataset containing 

information on gender, height, weight, and BMI index, 

preprocesses the data, and trains a neural network model 

using TensorFlow's Keras API for BMI index classification. 

It iteratively splits the data into training and testing sets, 

scales the features, constructs and compiles a neural 

network architecture, trains the model, and evaluates its 

performance using metrics like Correctness Ratio, 

Exactness, Sensitivity, and F measure. Additionally, the 

script aggregates metrics over multiple iterations for robust 

estimation of model performance and visualizes the class 

distribution of the target variable and a confusion matrix 

heatmap. Overall, it provides a comprehensive approach to 

building and evaluating a neural network model for BMI 

index classification while emphasizing metrics, data 

visualization, and iterative evaluation. 

4. Discussion 

Predicting customer personalities enables businesses to gain 

deeper insights into customer preferences, values, and 

decision-making processes. By gaining insights into the 

driving forces and psychological profiles of customers, 

businesses can craft marketing messages and products that 

deeply connect with their intended audience. Employing 

personality-based segmentation enables the tailoring of 

marketing approaches to suit the distinct requirements and 

desires of various customer groups, fostering more 

meaningful engagements and enhancing overall 

effectiveness in reaching target demographics. By tailoring 

marketing messages, product recommendations, and 

promotional offers to specific personality profiles, 

businesses can increase customer engagement, loyalty, and 

satisfaction. 

5. Conclusion 

In conclusion, leveraging convolutional neural networks for 

customer personality prediction enhances market 

segmentation strategies by providing valuable insights into 

customer preferences and behaviours. By accurately 

predicting customer personality traits, businesses can create 

more personalized and targeted marketing initiatives that 

resonate with their audience, ultimately driving sales and 

fostering brand loyalty 

6. Future enhancement  

In advancing predictive healthcare analysis, future 

enhancements for "Decoding Health Trends: Exploring 

BMI Data with Deep Learning Ensemble Models Using 

Stacked Autoencoders" encompass several promising 

directions. Firstly, the integration of additional data sources, 

such as genetic profiles, lifestyle behaviours, and 

environmental factors, promises to enrich the models' 

predictive capabilities, fostering a more comprehensive 

understanding of health trends. Additionally, exploring 

advanced deep learning structures like recurrent neural 

networks (RNNs) or convolutional neural networks (CNNs) 

offers the opportunity to capture intricate temporal or spatial 

relationships within the data, enhancing predictive 

precision. Moreover, investigating ensemble learning 

techniques can further diversify the model's capabilities and 

improve overall performance techniques like bagging, 

boosting, or stacking could leverage the collective wisdom 

of diverse models, including stacked autoencoders, to 

achieve heightened predictive performance. Additionally, 

prioritizing the interpretability and explainability of model 

predictions, integrating real-time monitoring systems for 

proactive interventions, and ensuring compliance with 

ethical and privacy standards emerge as pivotal 

considerations to instil trust and foster adoption in 

healthcare settings. Moreover, conducting rigorous 

validation studies across diverse populations and settings 

will be instrumental in affirming the generalizability and 

real-world applicability of the predictive models. 

Embracing these future enhancements holds the promise of 

unlocking deeper insights into health trends, empowering 

personalized interventions, and ultimately catalysing 

advancements in public health outcomes 
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