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Abstract: The exponential growth of available data has led to the emergence of high dimensional datasets characterized by hundreds of 

variables. Consequently, feature selection has emerged as a critical task in data mining and machine learning. Its primary objective is to 

mitigate the curse of dimensionality by reducing data dimensionality and enhancing algorithm performance, particularly in classification 

tasks. This paper aims to provide the reader with a comprehensive understanding of feature selection techniques beyond the traditional 

categorization into filter, wrapper, and embedded approaches.  Instead, we present feature selection as a combinatorial optimization or 

search problem, leading to a novel categorization of methods into exhaustive search, heuristic search, metaheuristic search, embedded 

methods, and hybrid approaches.  By examining the strengths and weaknesses of these methods, we shed light on their strengths and 

weaknesses.  Furthermore, we address current problems and challenges in the field, paving the way for future research and identifying 

promising areas of investigation. 
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1. Introduction 

Data are experiencing a rapid increase not only in terms of 

the abundance of patterns (data instances or tuples), but also 

the dimensionality of features (or data attributes). The term 

“big data” is used to deal with datasets that are so large and 

complex that it becomes very difficult to process them by 

using traditional data processing applications [1, 2]. Many 

of these big datasets contain misleading and redundant 

features that can confuse the classification process and 

significantly increase the time required for processing 

datasets during an exhaustive search in the solution space. 

Sometimes, the overwhelming volume of data even makes 

the data mining algorithms completely useless.  The 

situation is particularly acute in bioinformatics [3-9].  

Langley et al in [10, 11] pointed out that the predictive 

accuracy of the learning algorithms is reduced in the 

presence of irrelevant features. Fu and Wang [12] showed 

that deleting those irrelevant features can not only improve 

the classification accuracy but also reduce the structural 

complexity of the radial basis function (RBF) within a 

neural network to facilitate rule extraction. It is often 

advantageous to select a suitable subset of features that are 

relevant to target prediction for improving the prediction 

performance. 

Microarray data consist of a number of genes, but in most 

cases, only a fraction of genes is important. Therefore, gene 

selection is necessarily required to identify the important 

genes which help classify samples effectively [13]. 

Microarray data pose a great challenge for computational 

techniques because of their large dimensionality (up to 

several tens of thousands of genes) and the various gene 

expression scenarios, as well as the difficulties of validating 

distributional assumptions because of small sample sizes. 

Many nonparametric methods have been widely proposed 

as an attractive alternative method to improve distribution 

assumptions [14]. Classification of microarray data plays a 

significant role in the diagnosis and prediction of many 

microarray data. However, the high dimensionality of the 

data compared to the number of observations may result in 

poor classification accuracy.  

As many machine learning algorithms were not originally 

designed to cope with large amounts of irrelevant features, 

it becomes necessary for those algorithms to be 

accompanied by a feature selection process [15, 16]. The 

aim of feature selection FS is to choose a subset of the 

original features that have a major influence on the 

classification method to achieve the best feature set 

according to a predetermined objective [17, 18]. It is 

important to note that the best feature set may simply be the 

original features in the absence of redundant or irrelevant 

features. However, in the presence of redundant or 

irrelevant features, there can be multiple subsets of features 

that are equally effective for a given objective.  

Consequently, FS may not necessarily result in a unique 

subset of features. Therefore, identifying the core 

representative features that contribute to the best prediction 

is a challenging task.  

FS techniques have the advantage of enhancing accuracy, 

avoiding challenges, such as overfitting, and low 

interpretability of the final model, decreasing model 

complexity, and reducing training time. [19, 20] However, 

the advantages of feature selection techniques come at a 
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certain price, as the search for a subset of relevant features 

introduces an additional layer of complexity in the 

modelling task.  Instead of just optimizing the parameters of 

the model for the full feature subset, we now need to find 

the optimal model parameters for the optimal feature subset, 

as there is no guarantee that the optimal parameters for the 

full feature set are equally optimal for the optimal feature 

subset [21]. As a result, the search in the model hypothesis 

space is augmented by another dimension: the one of finding 

the optimal subset of relevant features. During the last 

decade, FS techniques have shifted from being an 

illustrative example to becoming a real prerequisite for 

model building.  Feature selection has been proven to be an 

effective way to improve the results of many classification 

algorithms [12, 18, 22-24].  

The main aim of this paper is to introduce a basic taxonomy 

of feature selection techniques, provide guideline for the 

research community to figure out feature selection 

challenges, and highlight a new direction of the research in 

the context of big data feature selection. A summary of 

existing articles on feature selection techniques is shown in 

Table 1. 

2. FEATURE SELECTION TECHNIQUES 

FS techniques differ from each other in the way they 

incorporate the search for feature subsets in the feature 

space with the model hypothesis space. Based on this 

assumption, we can classify feature selection techniques 

into: 

2.1. Filter Methods: 

Filter based techniques have been used by many researchers 

to identify very few relevant features and eliminate 

redundant ones.  These techniques measure the relevance of 

features by examining the intrinsic characteristics of the 

data and their relevance with dependent variables.  They 

select features that have high score value according to the 

ranking criterion function [20, 25].  Several publications 

[26] have presented various definitions and measurements 

for the relevance of a feature.  One definition is that ‘‘A 

feature can be regarded as irrelevant if it is conditionally 

independent of the class labels.” [27].  Another definition 

states that “if a feature is to be relevant, it can be 

independent of the input data but cannot be independent of 

the class labels.” 

Filtering methods can be easily applied to large datasets as 

they are computationally less rigorous and faster than other 

competing methods.  Although all filtering methods have 

the same mechanism, each one of them uses different ways 

to rank features, such as score function and classification 

results.  Research work given in [28] proposes a measure 

named "relative importance" to evaluate and recognize 

useful features depending on how much they contributed in 

the development of classifying data points while 

constructing many classification trees.   Top ranked features 

usually correlate features and tend to get similar rankings.  

From a statistical point of view, these correlated features are 

redundant.  To select the top nonredundant features and 

minimize the redundancy between sequentially selected 

features, Ding et.  Al in [29, 30] used an algorithm called 

minimal redundancy maximal relevance (mRMR). This 

algorithm exploited a sequence of instinctive measures of 

relevance to the class concept and minimize the redundancy 

between sequentially selected features.  However, this 

method used the greedy search, thus the global feature 

redundancy was not considered and the results were not 

optimal.  To address this problem, research in [31] used the 

famous GRM algorithm to globally minimize the feature 

redundancy while maximizing the given feature ranking 

scores.  Comparative studies comparing several algorithms 

for identifying important feature in large datasets are being 

conducted in [32].  Additionally, there are some excellent 

survey papers related to filter techniques for FS in gene 

expression microarray analysis.  Researchers in [33, 34] 

introduced gene selection filter methods to select important 

genes for disease prediction.  In [35, 36], filter methods are 

studied on large datasets, analyzing the predictive accuracy 

with respect to the number of features to select.  In [37, 38], 

filter methods are compared with respect to classification 

accuracy based on microarray datasets.  In [39, 40], several 

filter methods that are based on mutual information are 

compared.  In [39], the accuracy and the run time of the 

methods are analyzed separately.  The authors also examine 

the proportions of correctly detected features on artificial 

data and consider theoretical properties.  In [40], the authors 

analyze the classification accuracy with respect to the 

number of selected features and search for pareto optimal 

methods considering the accuracy and feature selection 

stability.  In [41], an extensive comparison of 22 filter 

methods on 16 large or high dimensional data sets is 

conducted with respect to both classification accuracy and 

run time jointly.   

Filter methods can be also categorized according to the type 

of output into: feature subset selection and feature ranking 

[42].  Feature subset selection methods generate a subset of 

features that collectively have good predictive capability. 

They are based on the assumption that a given feature may 

have better predictive power when combined with some 

other attributes, compared to when used alone.  Feature 

subset selection provides one optimal subset of features, and 

thus users need not to consider the number of features to be 

selected (i. e., cutoff).  On the other hand, feature ranking 

methods rank features by scoring each feature according to 

a particular method, then selecting features based on their 

scores.  Feature ranking provides the rank of features and 

this requires the user’s decision about the cutoff, but this 

enables feature ranking to have multiple choices for 

constructing a prediction model depending on the cutoff 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(4), 4347–4366  |  4349 

instead.  Usually, feature subset selection has a higher time 

complexity than feature ranking because searching through 

feature subsets in the subset generation step is required O 

(2d).  Although there exist various heuristic search strategies 

such as greedy sequential search, best first search, and 

genetic algorithm, most of them still incur O(d2), which 

prevents them from scaling well to datasets containing tens 

of thousands of features.  Filter methods can be further 

classified into:  

2.1.1. Univariate: 

Due to the burden of time and memory complexity, 

univariate feature ranking methods are widely used in 

feature selection [43]. However, most of them are not that 

accurate because they only consider the relevance of 

features to the target without considering the redundancy 

among features. Each feature is evaluated separately, 

thereby ignoring feature dependencies. Examples of the 

univariate filter method include mutual information [44-46], 

information gain [44, 45, 47, 48], Pearson correlation 

coefficient [49], relative entropy [48], and Fisher score [20]. 

The idea of this filter method is to remove features that only 

consist of noise and therefore have very little variation. This 

filter only makes sense for datasets where the features are 

measured on the same scale and have not been scaled to unit 

variance. These methods aim to keep features that have a 

strong linear association with the target variable. However, 

univariate filtering may overlook features that are relevant 

only when interacting with other features. Moreover, the 

number of overlooked but important features may be even 

higher when only top-ranked features are selected. Fisher 

score is a filter-based supervised feature selection method 

with feature weights [50]. High-quality features in the same 

class should have the same value and different value in 

different classes. Based on this intuition, the score for the i-

th feature Si will be calculated by the Fisher Score as: 

𝑆𝑖 =
∑ 𝑛𝑗(𝜇𝑖𝑗−𝜇𝑖

2)𝐾
𝑘=1

∑ 𝑛𝑗
𝐾
𝑘=1 𝑃𝑖𝑗

2       (1) 

where µij and ρij are the mean and the variance of the i-th 

feature in the j-th class, respectively, nj is the number of 

instances in the j-th class, and µi is the mean of the i-th 

feature. Fisher score models have various benefits [51], 

including fewer calculations and greater accuracy, which 

effectively reduce time-space complexity. Fisher score was 

used by Guyon et al [52] for gene classification. Fisher score 

based on binary classification was utilized by Chen and Lin 

[53] to pick features with high scores, but the characteristics 

between features were not taken into account. ReliefF and 

Fisher score was combined by Hancer in [54] to select the 

highest scoring features while considering the correlation 

between features and labels. Despite the fact that the fact 

that these methods could successfully remove irrelevant 

features, some redundant features were still selected. 

Therefore, the maximum information coefficient with the 

Fisher score was combined in [51]. Mutual information (MI) 

is another univariate filter method. The mutual information 

(MI) is information theoretic ranking criteria to measure 

how much knowledge one feature has about another feature 

[55]. This term is helpful for feature selection since it 

provides a mechanism to measure the significance of a 

feature subset with respect to the output vector C. Formally, 

the MI is defined as follows: 

𝑰(𝒙; 𝒚) = ∑ ∑ 𝒑(𝒙(𝒊), 𝒚(𝒋)). 𝒍𝒐𝒈⁡(
𝒑(𝒙(𝒊),𝒚(𝒋))

𝒑(𝒙(𝒊)).𝒑(𝒚(𝒋))
)𝒏

𝒋=𝟏
𝒏
𝒊=𝟏   (2) 

In [56], the author develops a feature ranking criteria based 

on conditional mutual information for binary data. By using 

a conditional MI, two variables' information can be 

measured in relation to a third one. which is defined as 

follows: 

𝑰(𝒙; 𝒚|𝒛) = ∑ 𝒑(𝒛(𝒊))𝑰(𝒙; 𝒚|𝒛 = 𝒛(𝒊))𝒏
𝒊=𝟏     (3) 

Although conditional MI is a good measure, it does not 

measure the information among the three features. 

Multiinformation is an interesting extension of MI, 

proposed by McGill [57], which allows measuring the 

interaction among more than two variables. In order to 

overcome univariate problems, a number of multivariate 

filter techniques were introduced. 

2.1.2. Multivariate: 

Multivariate filtering methods employ two measures in 

order to obtain a small set of nonredundant features. The 

first measure assesses the relationship between the features 

and the decision variable, whereas the second measure 

evaluates the interdependencies among predictor variables 

within the feature set. The RELIEF algorithm [58-60] is a 

filter-based method that ranks the features according to a 

feature relevance criterion. A threshold is used to choose a 

subset of the features. However, one of the drawbacks of the 

RELIEF algorithm is the challenge of selecting a proper 

threshold and the possibility of obtaining a subset that is 

redundant rather than optimal. This problem of redundant 

vs. relevant variables is addressed in [16]. Important 

features that are informative when paired with others but are 

less informative on their own could be disregarded in feature 

ranking. The author in [61] used the improved ReliefF 

algorithm to effectively eliminate irrelevant and redundant 

genes. The irrelevant genes were filtered using the 

threshold, and the optimal gene subset was determined 

through an iterative improvement process. Finally, the gene 

was classified and recognized using the classical 

classification algorithm. 

 2.2 Wrapper Methods 

Wrapper methods rely on the predictive performance of a 

predefined learning algorithm to assess the quality of 

selected features. For each of the subsets of the set of all 

features, a predictive model is fitted, and the subsets are 
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evaluated. The evaluation of a specific subset of features is 

obtained by training and testing a specific classification 

model [62]. Some examples of wrapper methods include 

recursive feature elimination [63], sequential feature 

selection algorithms [64], and genetic algorithms. A classic 

wrapper method involves two steps: first, the feature set 

search component creates a subset of features. In the first 

phase, different search algorithms may be used, such as 

complete search methods like branch and bound [65] or 

incomplete search methods like local search methods, 

greedy search, or metaheuristics [66, 67]. Then the learning 

algorithm acts as a black box to assess the quality of these 

features based on the learning performance. Second, the 

feature subset with the highest learning performance is 

returned as the selected features. Researchers in [6, 68, 69] 

described several intelligent techniques for identifying 

single nucleotide polymorphisms (SNP) from large 

microarray dataset.  Wrapper methods such as stepwise 

regression iteratively perform feature selection in the 

direction of improving the quality criteria of a particular 

model, such as accuracy and error rate [70], and may include 

heuristic search methods, such as genetic algorithms and 

particle swarm optimization, to find an optimal subset of 

features. Among the large number of classifiers available, it 

will be sensible to choose a good classifier, such as random 

forests [71], support vector machines (SVMs) [72]. In [73], 

filter and wrapper methods are compared with respect to the 

correctness of the selected features. Additionally, the 

authors in [74] conduct comparisons with respect to 

classification accuracy on real datasets. The authors in [75, 

76] conducted a comprehensive comparison with respect to 

classification accuracy and run time, considering each of the 

two objectives separately. The results generally indicate that 

wrapper methods provide better accuracy, but they are 

computationally more expensive than filter methods. In 

addition, many classifiers are prone to overlearning and 

show sensitiveness to initialization. Wrapper methods can 

be classified based on the search strategies into: 

2.2.1 Exhaustive Search: 

Searching for the truly optimal subset(s) of features is 

usually computationally expensive and has been shown to 

be NP-hard. [77]. Hence, in most practical situations, 

exhaustively searching for the truly optimal subset(s) of 

features cannot be accomplished. Basically, in order to find 

the very best feature subset(s), one would need to 

exhaustively try out all possible M feature combinations of 

the N original features, with M = 1; 2;... N. This 

“combinatorial explosion” for an exhaustive search leads to 

a computational load that grows exponentially as the total 

number of features increases. In practical terms, this 

becomes impossible even for the most powerful computers 

if there are more than 30 features to be searched. Thus, 

exhaustive search is used in a limited number of research 

studies [78-81]. 

Wang et al [80] attempted at finding the smallest set of 

genes that can ensure highly accurate classification of 

cancers from microarray data. Their simple yet effective 

approach consists of the following two steps: In the first 

step, some important genes are chosen using a feature 

importance ranking measure. In the second step, an 

exhaustive search is carried out within the top-ranked genes, 

evaluating the classification capability of each simple (i.e., 

1-gene, 2-gene, 3-gene) combination of those important 

genes using a good classifier. This approach leads to very 

high accuracy and can significantly reduce the number of 

genes required for highly reliable diagnosis. To determine 

the most informative traits, a rigorous multidimensional 

technique was developed by [82]. This method analyzes 

exhaustively the relationship between the descriptor and 

decision variables. 

2.2.2 Heuristic search: 

As the space of feature subsets grows exponentially with the 

number of features, and to avoid an exhaustive search, 

different heuristic search methods are used to guide the 

search for an optimal subset. In general, the problem-

dependent stochastic techniques are called heuristic 

techniques. These methods constantly seek to get the full 

benefits of the nature of the problem, which makes them 

extremely greedy. Sometimes, because of this greed, these 

methods are trapped in local optima, and therefore, the 

global optimal solution is not reach.  Several heuristic 

algorithms have been used to get an optimal set of features, 

including but not limited to greedy hill climbing algorithm 

[83, 84], branch and bound method, beam search, and best 

first algorithm. The greedy hill climbing algorithm aims to 

find the best solution by making local changes to the current 

solution and continuing this process until no better solution 

is found. SFS (Sequential Forward Selection) [85, 86] and 

SBS (Sequential Backward Selection) [87, 88] are two kinds 

of hill climbing methods [89]. The forward search method 

starts with an empty set of features and, at each step of the 

algorithm, adds one of the informative features to increase 

the classifier performance, whereas SBS starts with the full 

set of features and greedily removes a feature at each step 

according to the classifier performance. However, these 

algorithms not only require high computation cost but are 

also likely to fall into a local optimum. The greediness of 

this method may lead to low-accurate solutions, and in the 

case of highly correlated data sets, a redundant subset of 

features may be selected. Nesting effect is the main 

drawback of those algorithms, which means that while a 

change is considered positive, there is no chance of re-

evaluating that feature. To reduce the effect of the nesting 

problem, the “plus l-take away-r” method was proposed 

[90], but determining the correct values between l and r 

remains the main drawback of this method. In order to 

prevent this problem, SFFS (Sequential Forward Floating 

Selection) and SBFS (Sequential Forward Floating 
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Selection) were proposed, aiming to overcome the nesting 

effect problem [89]. 

 2.2.3 Meta-Heuristic search: 

Metaheuristics refer to stochastic optimization techniques 

that improve the performance of heuristic techniques. These 

techniques are able to examine the search space extensively 

and can therefore escape from local optima. The 

metaheuristic optimization algorithm is indispensable in the 

wrapper algorithm [91, 92] for the following reasons: they 

can apply the program easily, escape the local best, and 

obtain global optimal value. These search methods can be 

divided into two classes: deterministic and randomized 

search algorithms. In practice, well-designed heuristic 

search is likely to outperform random search, although this 

cannot be guaranteed since, in some cases, random search 

could quickly stumble on a global optimum by chance. The 

actual performance of a metaheuristics search depends 

largely on the design of the heuristic function as well as the 

problem at hand. Furthermore, good heuristic search 

algorithms should find a global optimum in a reasonable 

amount of time. This time decrease is caused by the fact that 

metaheuristic approaches are population-based methods, 

where the solution is determined by the size of the 

population and a number of generations.  In the last few 

decades, more than a hundred nature-inspired metaheuristic 

algorithms have been designed, including simulated 

annealing [93, 94], genetic algorithm [81, 95-97], ant colony 

optimization (ACC)[98], particle swarm optimization 

(PSO)[99], bat algorithm (BA)[100, 101], cuckoo Search 

(CS)[102-104], and whale Optimization Algorithm (WOA) 

[92, 105]. Several researchers have tried to solve the feature 

selection problem by means of swarm algorithms [106, 

107]. For example, Abd Elaziz and et al in 2020 proposed 

the opposition-based moth flame optimization to generate 

an optimal initial population in the differential evolution 

algorithm for feature selection [108]. Based on the 

algorithm's behavior, metaheuristic search algorithms can 

be further classified into the evolutionary algorithm and the 

swarm algorithm. Among existing evolutionary algorithms, 

teaching learning-based optimization (TLBO) has been 

recently proposed for solving feature selection problem 

[109]. The TLBO algorithm is a human-based approach that 

works on the teaching and learning phenomena where a 

teacher influences the output of the learners in a class. To 

improve the performance of TLBO, researchers in [110] 

proposed a neighbor teaching learning-based optimization 

(NTLBO). The experimental results demonstrate that TLBO 

outperformed the existing metaheuristic methods, despite 

getting stuck in local optima when they resolve complex 

numerical problems. Recently, a new physician algorithm 

called the gravitational search algorithm (GSA) was 

introduced. GSA received much attention in research 

because of its superior global search capabilities and faster 

convergence in bioinformatics domains. Moreover, the 

leading advantages of GSA are less computational effort 

and very few control parameters compared to other existing 

evolutionary algorithms (EAs). In [111, 112], the authors 

proposed a new strategy method called FSS-MGSA for 

feature subset selection, which has been successfully 

applied to high-dimensional search space. Swarm 

algorithms are among the most popular optimization 

techniques used to improve the performance of feature 

selection. One of the nature-inspired algorithm is the binary 

ABC method, which utilizes the benefits of bees to resolve 

the gene selection problem. The differential evolution 

algorithm is another nature-inspired algorithm used to solve 

feature selection problems.  For example, researchers in 

[113] proposed a new self-adaptive binary variant of a 

differential evolution algorithm for solving the discrete 

problems. Researchers in [114] proposed a feature selection 

approach based on adaptive particle swarm optimization 

(ABPSO).  The logistic equation of a chaotic system was 

used to initialize the particle swarm. This value dynamically 

adjusts the level of convergence of particles and the 

diversity within the particle swarm. Based on the objective 

function, heuristic search algorithms can be further 

classified into: 

2.2.2.1 Single objective: 

Over the past few years, most of the natural inspired 

algorithms mentioned in the above section have been used 

as efficient methods for feature selection 

problem.  However, they have been used as a single 

objective, either to reduce the number of features or 

maximize classification accuracy. Recently, multiobjective 

optimization problems (MOOPs) of these techniques have 

been adapted to solve the problem of feature selection. 

  2.2.2.2 Multiobjective: 

In the last few years, multiobjective optimization problems 

(MOOPs) have attracted much attention since real-world 

problems have two conflicting goals, namely, maximizing 

the performance of classification and minimizing the 

number of features. Unlike a single objective optimization 

problem (SOOP), in which there is only one optimal point, 

there exists a set of solutions in a typical MOOP. In MOOP, 

the solution is superior to the rest of the solutions in the 

search space when all objectives are considered, but it may 

be inferior to other solutions in the space in one or more 

objectives. Gumus et al [115] used a multi-objective 

optimization technique called pareto optimal for selecting 

SNP subsets that offer both high classification accuracy and 

correlation between genomic and geographical distances. 

The discriminatory power of an SNP was determined using 

mutual information. They demonstrated their method using 

the Human Genome Diversity Project (HGDP) SNP dataset. 

[116] proposed the multiobjective PSO method, which 

ranks features based on their frequency in a set of archives. 

The authors in [117] proposed a hybrid mutation operator 
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for an improved multiobjective PSO. The experimental 

findings indicate that the selected features provide better 

efficiency measurement compared to standard PSO and 

other related algorithms. [118] proposed a multiobjective 

approach based on the bat algorithm for gene selection and 

tumor classification. [119] proposed a binary multiobjective 

method based on the Grey Wolf algorithm for cervix lesion 

classification. MPSO and NSGA-II are used in [120] as 

multiobjective feature selection method to predict the dose 

of warfarin. Mutation operator and local search were 

utilized to enhance PSO. The experiments demonstrated that 

the proposed algorithm performs better than another 

traditional method. Authors in [121] identified cancer 

microRNA makers by incorporating SVM classifier with a 

multiobjective genetic algorithm approach. The 

experimental findings demonstrated the efficiency of the 

proposed method compared to state-of-the-art methods in 

terms of classification performance. The authors in [122] 

proposed two multiobjective frameworks based on the 

NSGAII and SPESA2 evolutionary algorithms for feature 

selection. The proposed frameworks were evaluated, and the 

findings indicate that the proposed method outperformed the 

state-of-the-art method in terms of increasing classification 

performance and reducing the number of features. The 

experiment demonstrates that in multiobjective methods, the 

number of features is always less than in a in a single 

objective method, which means that it has efficient 

capability to discover the search space. Multiobjective 

algorithms generate a solution that contains a reduced 

number of features and attains high classification 

performance. 

2.3 Embedded Methods: 

Embedded methods use internal information of the 

classification model to identify the features that have a great 

impact on the accuracy of the model during the model fitting 

process. The search for an optimal subset of features is built 

into the classifier construction and can be seen as a search 

in the combined space of feature subsets and hypotheses. 

Several researchers have tried to solve the feature selection 

problem using embedded methods. For example, 

researchers in [52] proposed a support vector machine 

method based on recursive feature elimination (RFE). [123] 

used SVM-RFE to select features for predicting essential 

proteins and remove the features that share biological 

meaning with other features according to Pearson 

Correlation Coefficients (PCC). To address the problem that 

the SVM-RFE is highly sensitive to the filter-out factor, i. e. 

, how many genes are removed at one step, Tang et al [124] 

proposed a two-stage SVM-RFE algorithm for microarray 

gene selection. The algorithm effectively eliminated most of 

the irrelevant, redundant, and noisy genes while keeping 

information loss small at the first stage. A fine selection for 

the final gene subset was then performed at the second stage. 

The two-stage SVM-RFE overcome the instability problem 

of the SVM-RFE and achieve improved results. Pang et al 

[125] used the random forests to identify a set of prognostic 

genes. They showed that their method incorporates 

multivariate correlations and is advantageous over single 

gene-based approaches. These embedded FS methods are 

suboptimal since training of the objective evaluator is not 

guaranteed to reach global optima. Although embedded 

methods are usually less computationally expensive than 

wrapper methods, they are still much slower than filter 

approaches. Additionally, the selected features in embedded 

methods are dependent on the learning machine. In [126], 

the classification accuracy of different filter, wrapper, and 

embedded methods on several artificial datasets was 

analyzed.  

2.4 Hybrid Methods: 

Most of the techniques that have been reported still possess 

numerous shortcomings, including high execution time and 

being trapped in local optima. These methods often fail to 

achieve satisfactory classification accuracy due to their 

failure to consider minimizing the size of the selected target 

feature. Additionally, they require a maximum fitness 

evaluation value and parameter adjustment [13]. To 

overcome these shortcomings, researchers have investigated 

many hybrid evolutionary algorithms. Instead of choosing 

one particular FS method and accepting its outcome as the 

final subset, different FS methods can be combined. These 

hybrid approaches are aimed at sharing the strength of each 

other to expand the capability of exploitation and reduce the 

chances of dropping in local optima. Based on the evidence 

that there is often not a single universally optimal feature 

selection technique [127], and due to the possible existence 

of more than one subset of features that discriminates the 

data equally well [26], model combination approaches such 

as boosting have been adapted to improve the robustness 

and stability of final discriminative methods [97, 128]. 

Various hybrid methods have been used in the literature. For 

example, researchers in [129] developed a hybrid method 

based on ABC and DE. To obtain very accurate solutions 

for the classification problem, [136] proposed a hybrid 

evolutionary approach based on Binary Black Hole 

Algorithm (BPSO) and Binary Particle Swarm Optimization 

(BBHA) for gene selection [130]. 

In the literature, PSO has been hybridized with other 

metaheuristic algorithms. [87, 131] used PSO to search for 

optimal feature subsets, together with three classifiers, i.e., 

pattern network, decision tree, and Navies Bayes. The 

approach was shown to achieve high accuracy. [138,139] 

hybrid PSO with GA (PSOGA). To decrease the high 

computational cost associated with feature selection 

algorithms, Wang et al [132] have presented the hybrid 

GSA-PSO for improving the solution quality obtained by 

GSA for solving function optimization problems. In order 

to solve the global optimization problem, Wang et al. 
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[133] hybridized PSO and GSA that combined the assets 

of both particle swarm optimization and GSA. Similarly, 

to PSOGSA [134, 135], PSO was integrated to GSA for 

solving a continuous problem. 

GA has gained much attention in the hybrid metaheuristics 

field. In order to escape from local optimum of simulated 

annealing (SA), Gheyas et al. [136] combined both 

simulated annealing (SA) and GA. To improve the search 

ability of GA, [137] hybridized GA with SA. The 

performance was evaluated, and the experimental results 

show good classification accuracy considering the 

selected number of attributes. In another study, Nemati et 

al proposed a new hybrid algorithm of GA and Ant-

cuckoo colon (ACO) in order to use the advantages of both 

algorithms [109][146-147]. In another attempt, Zhu et al 

[138] proposed a new algorithm that is a combination of a 

genetic algorithm and a local search method. Although 

finding a good feature subset using heuristic search may 

not be as time-consuming as an exhaustive search, it may 

still take a long time. An alternative approach is to use a 

two-stage algorithm, where the filter method is used to 

evaluate the “importance” of each feature individually, 

and then a greedy search with the help of a classifier is 

used to select the most important features. For the same 

purpose, the authors in [139] used the GA algorithm to 

select the optimal gene, which was provided by mRMR. 

In another study, Li and Yin [140] proposed a 

multiobjective binary biogeography-based optimization 

(MOBBBO) to select small subsets of informative genes, 

which were provided by a Fisher Markov selector. The 

final feature subset cannot contain genes that are not given 

by the filter algorithm. As a result, the final output can be 

locally optimal. In order to solve these drawbacks, the 

filter method must supply a variety of candidate feature 

subsets from different perspectives.  [148] combined a 

genetic algorithm (GA) and the k-Nearest Neighbor 

(KNN) method to identify genes that can jointly 

discriminate between different classes of samples. Alba in 

[151] compared the use of PSO and genetic algorithm 

(GA), both augmented with SVM, as the classifier for 

high-dimensional microarray data. In comparison to GA, 

ACO, and PSO, the ABC algorithm has demonstrated 

comparable performance [141, 142]. 

2.5 Ensemble 

The ensemble feature selection method is adopted based 

on an assumption indicating that a combination of several 

feature selection methods obtains more robust results than 

any individual feature selection method. It is also required 

to set a threshold to acquire a functional subset of features. 

Accordingly, when carrying out ensemble feature 

selection, a combinational method should be used to 

combine rankings of features from diverse algorithms into 

an individual rank for each feature. Ensemble techniques 

might be used to improve the validity of feature selection 

techniques. Ensemble learning builds on the assumption 

that combining the output of multiple experts is better than 

using the output of any single expert [143, 144]. Creating 

a feature selection ensemble involves two essential steps: 

the first step requires applying different feature selection 

methods, each providing their output, whereas the second 

step combines the outputs of the single models. 

Combining different rankings has been considered in the 

literature, from basic methods such as Min, Max, and 

Mean to more complicated ones like Complete Linear 

Aggregation CLA. [145]. It is also necessary to set a 

threshold value to obtain an empirical subset of features. 

However, it is often unsure what the threshold is. A large 

feature set will increase the risk of including noisy, spare, 

and irrelevant features, which may reduce the learning 

performance. On the other hand, it is not acceptable to 

include a small number of selected features since some 

relevant features may be eliminated [146]. In the literature, 

classifiers is usually used to search the feature sets and 

pick the number that has the best learning performance, 

but the whole process is computationally expensive [147]. 

Researchers in [147] introduced a novel ensemble 

approach for feature selection called Automatic 

Thresholding Feature Selection (ATFS). ATFS consists of 

three sequential steps. Firstly, diversity is introduced by 

applying multiple rankers to each dataset, resulting in 

unique feature rankings. Secondly, a fast nondominated 

sorting technique is employed to combine the output 

rankings from individual selectors, thereby improving the 

ensemble's automatic thresholding capability. Lastly, 

optimal feature sets are generated to identify the most 

suitable subset of features for the given task. To select the 

optimal subsets of genes from an ensemble approach, 

Emmanuelle et al [148] have presented an ensemble gene 

selection approach using particle swarm optimization, ant 

colony optimization, and genetic algorithm methods. 

3.  Conclusion: 

In light of the abundance of high-dimensional datasets 

resulting from the availability of data with numerous 

variables, feature selection has become a crucial task in data 

mining and machine learning. Its primary objective is to 

reduce data dimensionality and enhance algorithm 

performance, particularly in classification tasks. This paper 

aims to raise awareness among interested readers regarding 

the possibilities of feature selection and provides a 

comprehensive discussion of various feature selection 

models. 

In contrast to the commonly used categorization into filter, 

wrapper, and embedded approaches, we propose 

formulating feature selection as a combinatorial 

optimization or search problem. Consequently, we 

categorize feature selection methods into exhaustive search, 
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heuristic search, and hybrid methods and evaluate their 

respective strengths and weaknesses. The filter model, 

despite its significantly faster execution time compared to 

other models, is prone to accuracy problems. We further 

classify the filter approach into univariate and multivariate 

techniques. The univariate approach considers the relevance 

of features to the target variable without accounting for 

feature redundancy. To address the limitations of the 

univariate approach, several multivariate filter techniques 

have been introduced, which assess the interdependencies 

among features and their relationship with the decision 

variable. 

The wrapper model, while yielding the highest accuracy, 

comes at the cost of increased computational time. We 

classify wrapper methods based on their search strategies 

into exhaustive search, heuristic search, and meta-heuristic 

search. Exhaustive search, although capable of finding 

optimal solutions by exploring the entire search space, is 

computationally expensive. To mitigate the computational 

burden, various heuristic search methods guide the search 

for an optimal feature subset. Depending on the objective 

function, heuristic search algorithms can be further 

classified into single objective and multi-objective 

techniques. 

In addition, the embedded model is adopted to address the 

limitations of the aforementioned models. However, many 

reported techniques still possess shortcomings such as high 

execution time and susceptibility to local optima. To 

overcome these limitations, researchers have investigated 

numerous hybrid evolutionary algorithms. Finally, this 

paper addresses the existing problems in feature selection 

and highlights the significant contributions made in the field 

of feature selection. 
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Table 1A summary of existing articles on feature selection techniques 

NO. year 
Referenc

e 
Algorithms contribution No.DS 

1 
202

0 
[149] 

binary Jaya 

algorithm 

 

 

This study presents a novel hybrid feature 

selection approach that combines a multi-

attribute decision-making method with the 

binary Jaya algorithm. The objective of this 

method is to identify an optimal subset of 

features for the classification of Parkinson's 

disease. 

One dataset 

2 
201

8 
[150] GA 

proposes a hybrid genetic algorithm with a 

wrapper-embedded feature approach (HGAWE). 

The algorithm combines a genetic algorithm for 

global search with embedded regularization 

approaches for local search. 

 

5Datasets 

AML, 

DLBCL, 

Lymphoma, 

Prostate, 

Lung cancer 

3 
202

0 
[111] 

Teaching 

Learning 

Based 

Optimization 

algorithm with 

Gravitational 

In this study, a novel hybrid wrapper approach 

named TLBOGSA is introduced to tackle the 

challenges associated with gene selection for 

cancer classification. TLBOGSA combines the 

teaching learning-based algorithm (TLBO) with 

the gravitational search algorithm (GSA) and 

incorporates an innovative encoding strategy to 

convert the continuous search space into a binary 

form. The proposed approach initiates with the 

utilization of the minimum redundancy 

maximum relevance (mRMR) feature selection 

technique, which aims to identify informative 

genes from gene expression datasets. 

Subsequently, a wrapper method is employed to 

select informative genes from the reduced dataset 

generated by mRMR. To enhance the search 

capability throughout the evolutionary process, 

the gravitational search mechanism is integrated 

into the teaching phase.  

Seven datasets 

4 
200

4 
[151] Hybrid GA 

The paper presents a novel hybrid genetic 

algorithm for feature selection, incorporating 

local search operations to improve the results of 

GA 

 

11 datasets 

Glass 

Vowel 

Wine 

Letter 

Vehicle 

Segmentation 

WDBC 

Ionosphere 

Satellite 

Sonar 

Numeral 

5 
201

6 
[152] PSO 

The paper introduces a novel hybrid feature 

selection algorithm called HPSO-LS, which 

combines particle swarm optimization with a 

local search strategy. The algorithm aims to 

select a subset of less correlated and salient 

features by considering their correlation 

information 

12 datasets 

Glass 

Vowel 

Wisconsin Breast 

Cancer (WBC) 

Wine 

Heart 
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 Segment 

Two norm 

Sonar 

Arrhythmia 

LSVT Voice 

Rehabilitation 

Colon cancer 

Lymphoma 

Leukemia 

6 
201

4 
[153] PSO 

proposes the use of particle swarm optimization 

(PSO) as an efficient technique. It introduces 

three new initialization strategies and three new 

personal best and global best updating 

mechanisms in PSO to improve feature selection 

performance 

Fourteen datasets 

Wine  

Vehicle 

WBCD 

Lung 

Movement 

Musk1 

Madelon 

Zoo 

German 

Ionosphere 

Sonar 

Hillvalley 

Arrhythmia 

Isolet5 

7 
201

1 
[154] Binary PSO 

It introduces a novel optimization algorithm 

called Catfish Binary Particle Swarm 

Optimization (CatfishBPSO), In this proposed 

algorithm, the worst particle is replaced by 

extreme points in the search space, providing that 

gbest remains constant for several iterations. 

This replacement, which is known as the Catfish 

effect, improved the results. 

Ten Datasets 

8 
201

9 
[155] 

binary version 

of hybrid 

GWO and 

PSO 

The paper introduces a binary version of the 

hybrid Grey Wolf Optimization (GWO) and 

Particle Swarm Optimization (PSO) algorithm 

for optimal feature selection. To achieve this 

purpose, they utilized GWO’s exploration ability 

to improve the exploitation of PSO. 

18 standard 

benchmark 

datasets 

9 
201

7 
[156] ABC 

This paper proposes a novel hybrid algorithm 

called AC-ABC Hybrid, combining the 

characteristics of ACO and Artificial Bee Colony 

(ABC) algorithms for feature selection 

optimization. The algorithm aims to eliminate 

stagnation behavior and improve initial solution 

search efficiency. Ants exploit the solutions 

generated by bees, while bees adapt the feature 

subsets obtained by ants 

Thirteen datasets: 

Heart-Cleveland  

Dermatology  

Hepatitis  

Lung Cancer 

Lymphography  

Pima Indian 

Diabetes Iris  

Wisconsin Breast 

Cancer  

Diabetes  

Heart-Stalog  

Thyroid  

Sonar  

Gene 
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10 
201

8 
[157] ACO 

This paper propose an improved feature selection 

algorithm called FACO, which combines ant 

colony optimization and feature selection. The 

algorithm includes a designed fitness function 

and an optimized updating rule to eliminate 

redundant features and prevent local optima 

KDD CUP99 

11 
201

6 
[158] FOA 

This article proposes a discrete version of FOA 

was presented for solving feature selection as a 

discrete search space problem 

11 datasets. 

12 
201

8 
[159] WOA 

This paper introduces a hybrid feature subset 

selection algorithm called MPMDIWOA, which 

combines a filter algorithm called MPMD based 

on Pearson's correlation coefficient and 

correlation distance, with a modified whale 

optimization algorithm acting as a wrapper 

algorithm 

10 benchmark 

datasets 

13 
201

7 
[156] 

ACO and ABC 

algorithms 

 

  This paper presents a novel Swarm-based 

hybrid algorithm called AC-ABC Hybrid, which 

combines the characteristics of Ant Colony and 

Artificial Bee Colony (ABC) algorithms to 

optimize feature selection. The algorithm aims to 

eliminate stagnation behavior in ants and reduce 

the time-consuming global search for initial 

solutions in bees 

Thirteen 

 

14 
201

7 
[160] 

WOA and 

Simulated 

Annealing 

(SA) 

This study introduces two hybrid models that 

combine the Whale Optimization Algorithm 

(WOA) and Simulated Annealing (SA) 

algorithms. In the first model, SA is utilized to 

enhance the best solution found by the WOA 

algorithm after each iteration. In the second 

model, SA is employed to improve the 

exploitation capability of the WOA algorithm. 

18 standard 

benchmark 

datasets 

15 
200

7 
[161] 

Markov 

Blanket   and 

GA 

The researchers introduced a hybrid approach 

that incorporated the concept of Markov Blanket 

into the Genetic Algorithm (GA). The Markov 

Blanket was integrated into the GA to enhance its 

solution by adding or deleting features from a 

genetic algorithm (GA) solution  

11 publicly 

available datasets 

16 
200

9 
[162] SVM+ mRMR 

The researchers enhance support vector machine 

recursive feature elimination (SVM-RFE) 

method by integrating a minimum-redundancy 

maximum-relevancy (MRMR) filter, which 

considers both the mutual information among 

genes and class labels for relevancy and the 

mutual information among genes for 

redundancy. 

Four microarray 

gene expression 

cancer datasets 

17 
201

0 
[163] 

correlation-

based feature 

selection+GA 

In this paper, the authors present a 

comprehensive evaluation of hybrid feature 

selection models that integrate correlation-based 

feature selection (CFS), Gain Ratio (GR), and 

Information Gain (INFO) as filter methods, and 

employ Support Vector Machine (SVM) 

classifier in conjunction with Greedy Search 

(GS) and Genetic Algorithm (GA) as wrapper 

Three public gene 

expression 

datasets. 
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methods. The performance assessment involves 

the analysis of precision, recall, F-measure, and 

accuracy rate, demonstrating that the 

CFSSVMGA model exhibits superior 

performance compared to other models across 

three distinct gene expression datasets. 

18 
201

1 
[139] mRMR+GA 

In this paper, a novel two-stage selection 

algorithm is presented, which integrates the 

Minimum Redundancy–Maximum Relevance 

(MRMR) technique and Genetic Algorithm (GA) 

for the analysis of genomic data. The proposed 

methodology involves the utilization of MRMR 

in the initial stage to effectively filter out genes 

that are noisy and redundant. Subsequently, GA 

is employed in the second stage, leveraging the 

accuracy of the classifier as a fitness function to 

identify genes that exhibit high discriminative 

power 

five open datasets 

19 
201

4 
[139] 

PSO+ 

Decision tree 

This paper presents a novel approach for gene 

selection in the context of cancer identification. 

The proposed method combines particle swarm 

optimization with a decision tree classifier to 

identify a concise subset of informative genes 

from a large pool of available genes. 

11 gene 

expression cancer 

datasets 

 

20 
201

3 
[164] 

Harmony 

Search+ 

Markov 

Blanket 

In this paper, the authors introduce a novel 

approach named HSA-MB that integrates the 

Harmony Search Algorithm (HSA) and the 

Markov Blanket (MB) for gene selection 

purposes. The HSA-MB hybrid methodology 

utilizes HSA as a wrapper technique to generate 

new harmonies, subsequently enhanced by the 

MB algorithm acting as a filter mechanism. The 

MB algorithm employs gene ranking information 

to add or remove operators, refining the harmony 

and optimizing the search space accordingly. 

Ten microarray 

datasets 

21 
201

8 
[165] 

correlation-

based filter+ 

iBPSO 

In this paper, a novel two-phase hybrid model is 

introduced for cancer classification. The model 

combines Correlation-based Feature Selection 

(CFS) with an enhanced version of Binary 

Particle Swarm Optimization (iBPSO). The 

objective of this model is to identify a reduced-

dimensional set of prognostic genes that can 

effectively classify biological samples in both 

binary and multi-class cancer scenarios.  

11 microarray 

datasets 

22 
200

2 
[166] 

Multi-

objective 

Genetic 

algorithm 

The author explores the practical implementation 

of genetic algorithms for the purpose of feature 

selection. The unique aspect of this approach is 

the utilization of multi-objective genetic 

algorithms that integrate sensitivity analysis and 

neural networks. 

One dataset 

23 
201

0 
[167] NSGA-II 

This paper presents a novel approach to address 

the task of multiobjective feature selection. The 

proposed method is built upon the NSGA-II 

optimization approach, which is modified to 

One dataset 
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select local feature subsets of various sizes. 

Additionally, the method incorporates a 

nondominated solution search technique to 

identify global nondominated feature subsets. 

24 
201

8 
[168] 

ABC multi-

objective 

This paper presents a feature selection approach 

that combines a newly developed multi-objective 

artificial bee colony algorithm with non-

dominated sorting procedures and genetic 

operators. The proposed approach is 

implemented in two different forms: one utilizing 

binary representation and the other utilizing 

continuous representation 

12 datasets 

25 
201

9 
[169] 

Filter-Wrapper 

based on 

NSGA-II 

This research presents a novel hybrid tri-

objective evolutionary algorithm that seeks to 

optimize two filter objectives, specifically the 

number of features and the mutual information, 

along with a wrapper objective that is associated 

with accuracy. The algorithm divides the 

population into separate non-dominated fronts 

and then concentrates on enhancing the feature 

subsets within the first (best) front. 

twelve datasets 

26 
202

0 
[170] 

Multi-

objective Grey 

Wolf 

optimizer 

(MOGWO) 

In recent times, the Multi-objective Grey Wolf 

optimizer (MOGWO) was introduced as a 

solution for multi-objective optimization 

problems. However, MOGWO was specifically 

designed for continuous optimization problems, 

making it unsuitable for directly addressing 

multi-objective feature selection problems, 

which are inherently discrete in nature. 

Consequently, this study presents a binary 

variant of MOGWO, referred to as BMOGW-S, 

which employs a sigmoid transfer function. The 

purpose of BMOGW-S is to optimize feature 

selection problems within a binary context. 

15 standard 

benchmark 

datasets  

27 
202

1 
[171] 

forest 

optimization 

algorithm 

(FOA) 

This research paper presents a novel multi-

objective feature selection algorithm that utilizes 

the forest optimization algorithm (FOA) in 

conjunction with the concepts of archive, grid, 

and region-based selection. To achieve this 

objective, the research effort involves the 

development of two distinct versions of the 

algorithm, utilizing both continuous and binary 

representations 

nine UCI datasets 

and two 

microarray 

datasets 
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