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Abstract: Clustering algorithms are a significant problem in data mining. Researchers were motivated to propose incremental and 

parallel clustering algorithms To handle the ever-increasing size of data in real-world databases in order to discover interesting patterns. 

This is because traditional clustering algorithms, which require the entire dataset to be present before the clustering process can begin, 

can be computationally expensive and time-consuming to run on large datasets. Incremental clustering algorithms, on the other hand, can 

be used to cluster data that is being added to a dataset incrementally, which can be much more efficient. Incremental clustering allows 

new data points to be added to an existing clustering model without having to reprocess all the data. It is useful when dealing with big 

data that are continuously growing or changing, as it allows the clustering model to be updated without incurring the computational cost 

of reprocessing all the data. In this paper, an incremental and parallel Clustering mining approach that integrates interestingness criterion  

during the discovery process of  the model is proposed. The approach efficiently discovers interesting patterns from big data. The user's 

prior knowledge about the domain is essential for the patterns to be interesting. The approach uses MapReduce to process big data in 

parallel. Parallel and incremental clustering algorithms that consider changing data trends and user attitudes are promising for making the 

mining process more  effective for decision making. 

Keywords: data mining, incremental clustering, parallel mining, machine learning, novelty measure 

1. Introduction 

Clustering is the task of grouping data points together 

based on their similarity. It is a powerful tool for data 

mining. It can be used to solve a variety of problems, such 

as market segmentation, fraud detection and Recommender 

systems [1], [2], [3], [4]. 

Clustering big data is a challenging problem because the 

data sets can be very large, making it difficult to process 

them using traditional clustering algorithms. For example, 

the possible number of clusters in a database with n 

records is [5],6]. Also, Big data sets can 

contain mixed types of data, such as numerical, 

categorical, images, and audio and videos. This makes it 

difficult to find a clustering algorithm that can work well 

on all types of data. 

Traditional approaches for clustering algorithms typically 

make the assumption that data is static, which is not true 

when data is evolving. Since the user domain knowledge is 

monotonically augmented with time, the conventional 

clustering algorithms not only waste computational, 

communication and I/O resources [7] but also become 

ineffective in terms of pattern interestingness criteria. 

Design of efficient incremental and parallel clustering 

algorithms in dynamic environments is an important area 

of research [8],[9] ,[11],[12]. 

The parallel and incremental clustering algorithms that can 

dynamically adjust to the evolving nature of data and user 

preferences are more likely to be successful in data 

mining[2],[3],[4] ,[12]. Parallel clustering algorithms may 

be used to cluster big data by dividing the data set into 

smaller parts and clustering each part on a different 

machine. This can significantly improve the performance 

of clustering algorithms for large data sets. Incremental 

clustering algorithms updates the clustering results as new 

data becomes available without incurring the 

computational cost of reprocessing all the data 

[13],[14],[15],[16],[17],[19]. This is useful for applications 

where the data is constantly changing, such as social media 

analysis or financial forecasting. By considering changing 

data trends and user attitudes, the clustering algorithms can 

be made more effective for decision making [20],[21]. 

In this paper, an incremental and parallel clustering mining 

approach that incorporates interestingness criteria into the 

model building process is proposed. The incorporation of 

the novelty measure of interestingness proposed in [5],[20] 

helps in reducing the size, maintaining an up-to-date 

clusters and efficiently discover novel patterns from big 

data. The approach uses MapReduce [20],[24],[25] to 
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process big data in parallel. MapReduce is a programming 

model that breaks down a large data processing task into 

smaller tasks that can be executed in parallel on a 

distributed system. It is designed to process large data sets 

much faster and more efficient,  which can make the 

mining process much faster and more efficient. In addition, 

the proposed approach addresses the issues of dealing with 

mixed data, changing user beliefs and model maintenance 

in an environment consisting of evolving data. 

2. Motivations 

Classical clustering algorithms have a major drawback: 

they do not take into account the temporal ordering of data. 

Data is typically acquired in a streaming fashion and the 

amount of data continues to grow. Subsequently,  the 

potential benefits of  will become more significant 

[25],[26]. There are a number of solutions that have been 

proposed to address these challenges, such as cloud 

computing, parallel processing, and machine learning 

[1],[19].Parallel processing is a powerful tool that can be 

used to handle big data efficiently and effectively. 

As data continues to grow, traditional algorithms added 

new data to the existing data set continuously. In such a 

scenario, a new model is created from the ground up using 

both old and new data. This can lead to the loss of 

Previously Discovered Knowledge (PDK). 

Researchers have proposed techniques for incrementally 

updating models, rather than retraining them from 

scratch[14],[15],[20]. This lead to the incremental 

algorithm which update the model as new data arrives, 

while traditional algorithms retrain the model from scratch 

[16],[17],[21]. Incremental clustering algorithms are able 

to adapt to changes in data and user preferences, which can 

make the mining process much faster and more efficient. 

Our proposed incremental clustering algorithm is based on 

the assumption that the patterns discovered from one data 

set are likely to be similar to those discovered from another 

data set, unless the underlying data generation process has 

changed dramatically [1],19],[20],[29]. 

3. Problem Statement 

The big data presents significant challenges for traditional 

data processing methods. The need for efficient and 

scalable solutions has led to the exploration of parallel 

processing techniques. However, most existing approaches 

focus on batch processing, which limits their ability to 

handle real-time data streams and incremental updates 

effectively. 

This paper aims to develop an approach that leverages 

parallel processors to manage big data in an incremental 

manner. Our objective is to design an approach that can 

dynamically accommodate new data in an incremental way 

to discover interesting pattern. By addressing these 

challenges, our approach seeks to enhance the efficiency of 

big data analytics and provide timely insights necessary for 

decision-making in various applications. 

4. Related Works 

Several researches  deal with the problem of incremental 

clustering and address challenges such as real-time 

processing, adaptability to evolving clusters, and 

scalability. 

In [30],[31], an online K-means clustering algorithm that 

can generate approximately O(k) clusters with a K-means 

cost of approximately O(W*) is proposed. Experimental 

results show that the algorithm performs similarly to k-

means++ in a more constrained computational model. In 

[32], an incremental clustering algorithm called Streaming 

K-means++ which extends the K-means++ algorithm to 

handle data streams is proposed. It maintains a 

representative set of centers called "coresets" that 

adaptively captures the evolving clusters. The algorithm 

incrementally updates the coreset as new data arrives, 

allowing for efficient and scalable stream clustering. 

In [33], DenStream is presented which is an incremental 

clustering algorithm designed  specifically for data 

streams. It employs a density-based approach to identify 

micro-clusters that represent the evolving clusters. It 

dynamically updates the micro-clusters as new data 

arrives, allowing for efficient and scalable stream 

clustering. 

In [34],[35], CluStream and DenStream algorithms that are 

proposed. They are incremental clustering algorithm 

designed to handle data streams with concept drift. 

Density-based approaches using micro-clusters to capture 

the evolving clusters in the stream are employed. 

DenStream dynamically adjusts the micro-clusters based 

on the arrival of new data and the concept drift detection. 

The algorithms provide flexibility in handling different 

density distributions and is suitable for real-time stream 

clustering. 

In [36], MuDi-Stream is a density-based clustering 

algorithm for evolving data streams that improves 

clustering quality in multi-density environments. It does 

this by keeping summary information about the evolving 

data stream in the form of core mini-clusters in the online 

phase. In the offline phase, the algorithm uses a modified 

density-based clustering algorithm to generate the final 

clusters. 

In [37], a new incremental density-based clustering 

algorithm has been proposed that uses Non-dominated 

Sorting Genetic Algorithm II (NSGA-II) to improve 

clustering precision. The algorithm adjusts the two input 

parameters (MinPts and Eps) iteratively using fitness 

functions, and the optimization process is parallelized to 
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improve efficiency. This results in a significant speed-up 

compared to the serial version of the algorithm. 

In [38], a clustering approach called SyncTree for evolving 

data is proposed. It  works  by maintaining the entire  

micro-clusters at several levels of granularity. It 

summarizes the constantly arriving data points sequentially 

in a batch way. This allows us to examine the structure  of 

cluster between any two time stamps in the earlier period. 

In [29], an incremental K-Means for massive 

multidimensional datasets is presented. It is designed for 

evolving databases. The algorithm measures the new 

cluster cenroids by computing the new data from the 

means of the earlier discovered  clusters. This approach is 

more efficient than rerunning the K-means algorithm, 

which can be computationally expensive. 

In [39], m-BIRCH is presented. It is an online clustering 

algorithm that is designed for incremental clustering large 

datasets of features used in computer vision. It is efficient 

because it only uses a fraction of the dataset memory, and 

it is effective because it can handle varying density regions 

in the feature space. m-BIRCH is a publicly available 

clustering tool that can be used to cluster data from a 

variety of sources. 

In [40], an incremental clustering which is based on 

OPTICS algorithm is proposed.  It works by ordering the 

cluster structure that looks like the structure of OPTICS. 

However, ICA does not require the user to pre-set the 

parameters ɛ and MinPts, and it uses a simpler distance 

measure called Distance. This makes ICA more efficient 

than OPTICS. 

Other recent incremental partitioning clustering algorithms 

are Incremental PAM, Incremental CLARANS, 

Incremental CHAMELEON whish are the extended 

versions of PAM, CLARANS and CHAMELEON 

respectively. These algorithms are efficient for streaming 

data, can handle large datasets, robust to noise and can 

handle clusters of arbitrary. However, they are less 

efficient than Incremental k-means [26],[41]. 

In [42], an incremental clustering algorithm based on 

nearness is proposed. The algorithm does not comprises 

the quality of data. The main feature of this algorithm is its 

ability to update the cluster incrementally and saving 

computing complexity. 

In [43], a clustering approach is proposed. it makes use of 

an incremental clustering method and a pairwise clustering 

method to reduce the dimension of the dataset  first and 

subsequently. clustering the dataset to a predetermined 

number of clusters . the approach is tested using large 

number of documents and the results shown promising. 

In [44], an incremental clustering algorithm, based on a 

new distance measure is proposed. It deals with both 

numerical and categorical attributes. The incremental 

clustering is performed in two stages, In the first stage, the 

traditional k-means is engaged for initial clustering of the 

static data set. In the second stage, the distance measure is 

used to generate the appropriate  cluster for the incremental 

data points. The results of evaluation of the approach 

shows  improving the accuracy and the computational 

time of clustering. 

In [24],[45],  a parallel k-means clustering algorithm based 

on MapReduce is proposed. It efficiently processes large 

datasets on commodity hardware. 

In [46], A novel hybrid clustering algorithms is  proposed. 

It is based on incremental clustering and initial selection to 

tune up Fuzzy C-Means (FCM) for the Big Data problem. 

In [47], a parallel and incremental clustering  algorithm 

called pi- Lisco is proposed. It uses  sliding windows to 

clusters point-cloud data in. It  reuses the clusters from 

overlapping portions of the data to facilitate single-window 

processing. By combining these key ideas, pi-Lisco 

achieves significant performance improvements over the 

state-of-the-art algorithms. 

In [23], StreamSW is proposed. It is a density-based 

clustering algorithm for data stream  over a sliding 

window. It consists of two-steps  approach  to  discover 

clusters first clusters and then refines the clusters in the 

second step. This approach exhibits better speed and 

quality than current approaches. 

In [27], a parallel incremental k-means clustering 

technique is proposed.   It clusters the data into a set of k 

clusters, and then using a forecasting method  to  predict  

the  future  values  of  each  cluster.  The  clustering  is  

performed incrementally, so that new data can be added to 

the model without having to re-cluster the entire dataset. 

In [10], a parallel incremental density based clustering 

algorithm called  (IncAnyDBC) is introduced. It  works by 

partitioning  the data into a set of partitions. Then, the 

algorithm clusters each partitions in parallel and finally, 

the clusters from different partitions are merged to form 

the final clusters. 

 In [22], a modified version of k-means for mining big data 

under Hadoop parallel approach is introduced. It works by 

partitioning  the data into a set of partitions, and clusters  

are generated for each partition in parallel manner. The 

results from the individual partitions are then merged to 

form  the final clustering solution. 

In [28], an algorithm is proposed to  enhance the 

incremental DBSCAN clustering algorithm. It works by 

reducing the search space rather than the entire dataset. It 

builds and updates the shaped clusters in large datasets. 

In [18], an incremental k-means clustering algorithm is 

proposed for large multidimensional datasets in dynamic 
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environments where data may be frequently updated. This 

approach measures the new cluster centers by directly 

computing them from the means of the existing clusters, 

instead of rerunning the k-means algorithm from scratch. 

In [13], a parallel clustering approach of high dimensional 

data is proposed. It fits well for interactive online 

clustering and facilitates incremental clustering because 

chunks of instances are clustered as separate sets. 

Subsequently, the results are merged with present clusters. 

In [14], an incremental anomaly detection approach is 

proposed that is based on Gaussian Mixture Model (GMM) 

to identify regular patterns and discover outliers in from 

flight data. The presented approach  update its clusters 

incrementally based on new data, rather than running the 

clustering algorithm from scratch. This makes it more 

efficient and scalable for clustering large and streaming 

data. 

In [15], a paper presents a modified streaming k-means 

algorithm that is dynamic, incremental, and can take into 

account long-term patterns of data. Compared to streaming 

k- means clustering, the modified streaming k-means 

clustering has better convergence ability and more stable 

results. 

In [16], an incremental clustering algorithm called LIMBO 

(Learning Incremental Model- Based Online Clustering) is 

proposed. It uses a model-based approach to cluster the 

data points and updates the clustering model as new data 

points arrive and adjusts the clustering  accordingly. 

The strengths of LIMBO include its ability to handle large 

datasets and its ability to learn the data distribution. 

However, its weakness is that it may not be suitable for 

datasets with varying densities. 

In [17], a density-based incremental clustering algorithm 

called DIStream (Density- Incremental Stream Clustering) 

is proposed. DIStream can handle data streams with 

concept drift, and it updates the clustering model as new 

data points arrive. DIStream adjusts the clustering based on 

the density of the data points. The strengths of DIStream 

include its ability to handle data streams with concept drift 

and its ability to detect noise. However, its weakness is 

that it may not be suitable for datasets with varying 

densities. 

The proposed algorithm is based on the idea that patterns 

discovered in one dataset are likely to be similar to patterns 

discovered in other datasets, to varying degrees. This 

means that the algorithm can learn from previous datasets 

and use that knowledge to find patterns in new datasets. 

Subsequently, the model is continuously updated to 

reflects the changing data and user beliefs which makes the 

overall mining process more effective. 

 

5. The Proposed Approach 

This paper proposes an efficient parallel and 

incremental approach for mining interesting clustering 

patterns from large datasets. The approach integrates 

interestingness measures into the mining process to 

discover patterns that are significant to the interests of 

usrers. It uses MapReduce [20],[24] to distribute the data 

across multiple machines in a parallel way. The novelty 

measure of interestingness proposed in [5],[20],[21] is 

integrated with a clustering algorithm. Integration of the 

novelty measure helps in reducing the size , and 

maintaining an up-to-date clusters in an environment 

where the training set is constantly changing.  

K-means and its varieties typically makes the assumption 

that, data is static, which is not true when data is evolving. 

Since the user domain knowledge is monotonically 

augmented with time, the conventional clustering 

algorithms not only waste computational, communication 

and I/O resources but also become ineffetctive in terms of 

pattern interestingness criteria. Our proposed approach is 

similar to the K-means algorithm except that, it addresses 

the issues of model maintenance in an environment 

consisting of evolving data, changing user beliefs, handling 

the big data in parallel way, dealing with mixed data and 

using pattern interestingness criteria. The approach design 

an efficient incremental clustering algorithms in dynamic 

environments which has the capabilities to: 

(1) Utilize domain knowledge, 

(2) Acquire additional knowledge when new datasets are 

introduced, 

(3) Retain previously discovered knowledge, which are 

relevant for current dataset, 

(4) Ignore previously discovered knowledge, that is not 

relevant at current time. 

(5) Handle big data sets, 

(6) Deal with incremental mixed data 

The proposed approach is illustrated in Figure 1. At time 

instance Ti, database Di is partitioned into m parts. where 

m is set manually, and distributed on processors Pi, using 

MapReduce to analyze and mine data in parallel. The 

clustering algorithm takes the pre- processed data and the 

existing model MTi as input. The model MTi represents 

the known patterns and domain knowledge. It then 

computes the similarity and novelty measures of the new 

data with respect to MTi. Uninteresting patterns that are 

not of interest to the user are pruned. The discovered 

interesting patterns are then presented to the user and used 

to update the model MTi resulting in model MTi+1.The 

following subsections explains the proposed approach: 
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5.1 Pre-processing data 

The data pre-processing stage is used to clean, transform, 

and format the data so that it is ready for clustering 

algorithm. This is important because the quality of the data 

can have a significant impact on the accuracy of the model. 

Pre-process big data, ensuring it is in a suitable format for 

MapReduce processing. This might involve cleaning, 

transforming, and scaling the data. Data. This might 

involve cleaning, transforming, and scaling the data. The 

 proposed framework deals with different types of 

data. This step involves handling missing values, 

normalizing the numerical variables , unimportant 

attributes are removed using a dimensionality reduction 

technique and feature selection to selects a minimum set of 

attributes that is sufficient for the clustering task. To pre-

process mixed data used in the proposed approach, the 

following steps are performed: 

1. Data understanding: Understand the nature of the mixed 

data. Mixed data typically consists of both numerical 

and categorical variables. 

2. Variable selection: Identify the variables that are 

relevant for analysis. Ignore or remove any variables 

that are not important or contain missing values. 

3. Handle missing values: To handle missing values in the 

dataset, the missing values for numerical variables are 

replaced with the mean, median, or another statistical 

measures. For categorical variables, the missing values 

are replaced with the mode or create an additional  

category for missing values. 

4. Encoding categorical variables: Since k-means is a 

distance-based algorithm, categorical variables are 

converted into numerical format. Techniques like one-

hot encoding or label encoding are used for this 

purpose. 

5. Scaling numerical variables: Scale numerical variables 

to a similar range to avoid dominance by variables with 

higher magnitudes. Techniques like standardization or 

normalization ate used to achieve this. 

6. Combine pre-processed data: Combine the pre-

processed numerical and encoded categorical variables 

into a single dataset. 

 These steps will ensure that the mixed data is 

properly pre-processed and suitable for applying the 

proposed incremental parallel clustering algorithm. 

5.2. Domain Knowledge 

The proposed approach is able to learn from the user and 

improve its performance over time. This is done by 

capturing the user's background knowledge and 

monotonically augmenting it with new information. This 

allows the approach to provide more accurate and 

personalized predictions and recommendations. Domain 

knowledge represents the user's background knowledge, 

and it is expressed in the form of a set of implications, Å→ 

C where the antecedent (Å) represents the conditions and 

the consequent (C) represents the conclusion. The 

antecedent and the consequent are both expressed in 

conjunctive normal form (CNF), which means that they are 

a disjunction of conjunctions.  

The proposed algorithm is a self-learning algorithm that 

can continuously improve its  performance by 

learning from new data and user's experience. This is done 

by representing  the user's domain knowledge in the rule 

format and using it to compare new data to the existing 

model. This allows the algorithm to discover novel patterns 

from clusters and to improve its performance over 

time.(the patterns in the clusters are converted to rules). A 

feedback mechanism is provided to update domain 

knowledge when required by the user. 

5.3. Computational of Similarity/Dissimilarity 

Measures 

The traditional k-means algorithm is a distance-based 

algorithm. It is designed for batch processing. It assumes 

that, the dataset is static and available at once. However, 

when considering incremental mixed big data that arrive 

over time, it is more appropriate to use an incremental and 

parallel version of the k-means algorithm 

[6],[25],[26],[41]. The algorithm isn't directly applicable to 

mixed and therefore the Euclidean distance function  isn't 

really meaningful. 

Cleaned data Cleaned data Cleaned data 
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 As the proposed approach allows for continuous 

learning and clustering of mixed data points, appropriate 

distance measures are used. In this work, the Gower's 

distance measure (GD) is applied.. The Gower's distanceis 

a hybrid measure that handles both numerical and 

categorical data. It measures the similarity between the two 

mixed data points for clustering of similar data points 

without compromising of clustering accuracy. It is a metric 

that indicates how different two data points are. The metric 

ranges from 0 to 1, with 0 representing no difference and 1 

representing maximum difference. It is calculated based on 

the partial  similarities of any two samples. The 

partial similarity (ps) is calculated differently depending on 

whether the data type is numerical or categorical. For 

categorical data, ps = 1 if the values  are the same, and ps = 

0 if they are different. For numerical data, ps is calculated 

as follows: 

First, the range of the feature column is determined. 

𝑅𝑓  = 𝑚𝑎𝑥( 𝑓) − 𝑚𝑖𝑛( 𝑓)        (1) 

Where f is a feature under consideration. 

Second, the ps is calculated for any two samples in the data. 

psij

𝑓
 =

|𝑥if|−|𝑥jf| 

𝑅𝑓

                         (2) 

Third, Gower Similarity (GS) is calculated by taking the 

arithmetic mean of all partial similarities. 

𝐺𝑆𝑖𝑗 =
1

𝑚
∑ psij

𝑓𝑚
𝑓=1

                     (3) 

Finally, the similarity metric (GS) is converted to a distance 

metric (GD) by subtracting it from 1. 

GD =   1-GS                              (4) 

For better understanding, consider the following data: 

Table 1. The similarity distance using Gower’s distance    

             Measure 

 

Looking at tupples 0 and 3, one immediately recognizes 

that these two tupples  are remarkably similar, with only 

slight differences in Age and Fare. As a result, we would 

expect the GD to be very low (closer to zero). In fact, the 

exact GD is 0.0092 (see Table 4 below). More dissimilar 

samples, such as tupples  0 and 2, have higher distance 

values — in this case, 0.24. 

The proposed algorithm first performs distance 

calculations between the data points and randomly selected 

cluster centroids. The data points are then clustered by 

assigning them to the cluster with the closest centroid. It 

utilizes the modes of each cluster to find the new cluster 

centroid. For categorical data, it takes the value that 

appears the most frequent. For numeric data, it takes the 

median value. If the same occurrence of values, the first 

one is taken. The advantage of using the median and mode 

is their ability to generate accurate results with presence of 

outliers. 

5.4 Construction of Clusters 

In this phase, the MapReduce parallel programming model 

is used to divide Big Data partitioned into m parts, and 

each part is assigned to a processor for mining and 

analyzing of data. At each processor Pi, the Map step reads 

the input data and divides it into multiple partitions. Then, 

it assigns each data point to the closest initial centroid 

based on similarity measures. The algorithm emits key-

value pairs with the centroid as the key and the data point 

as the value. In the Reduce step, the new centroid position 

at each centroid is computed by averaging the coordinates 

of all the data points assigned to it. The algorithm then 

emits key- value pairs with the updated centroid as the key 

and the data point as the value. The Map and Reduce steps 

are repeated until convergence is achieved, that is, in the 

Map step, the new centroids obtained from the previous 

iteration is used and In the Reduce step, the cluster 

centroids are updated to reflect the new data points. The 

phase outputs the final centroids and their corresponding 

data points in the clusters. Fig.2 shows the proposed 

parallel clustering algorithm. 

 

Input:  

  data: Input dataset 

  K: Number of clusters 

Output:  

 A set of k clusters 

Steps: Step 1: randomly select K centroids 

Step 2: Distribute the data points among the 

available processors  

Step 3: Repeat the following until convergence criteria is  

met: 

Step 3.1: For each data point x in each processor: 

 Pclass Sex Age Sibs

p 

Parc

h 

Fare Embarked 

0 3 Male 21.0 0 0 7.7750 S 

1 3 Male 9.0 0 1 3.1708 S 

2 2 Femal

e 

12.0 0 0 15.7500 S 

3 3 Male 25.0 0 0 7.9250 S 

4 2 female 20.0 0 0 36.7500 S 
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      Step 3.1.1: Find the nearest centroid c from 

the  

                       current set of Centroids 

      Step 3.1.2: Assign data point x to cluster c 

which  

                        has the closest centroid; 

  Step 3.2: Collect the assigned data points from 

all  

                 processors  

  Step 3.3: Recalculate the centroids for each 

cluster: 

    For each cluster c: 

     Step 3.3.1: Compute the new centroid by taking 

the  

                       mode/median of all data points 

  Step 3.4: Broadcast the updated centroids to all  

                processors 

Step 4: Merge all centroids on different processor 

to  

            form the final 

Fig 2. The pseudo-code of the proposed parallel clustering 

algorithm. 

Regarding evaluation the performance of clusters, in terms 

of accuracy, we should keep in mind that the clustering 

methods are not a predictive task such as classification, 

rather, they are descriptive tools, thus analyzing accuracy 

is meaningless. A clustering task is supposed to find a 

groups of data which minimizes the cluster distances in 

each group. It does not use any labeled data for training. 

Consequently, the proposed approach follow this 

observation. 

5.5 Building Incremental Interesting Model 

In this phase, the algorithm extracts clustering patterns 

from the clusters. The patterns are then evaluated for 

novelty using a novelty criterion [5],[20]. The novelty 

criterion considers the existing model Mi, which represents 

the known knowledge (KK+DK). This ensures that only 

new and interesting patterns are added to the incremental 

model Mi+1.For each cluster, the class that is assigned to 

the majority of the data points in the cluster is determined. 

This is done by counting the number of data points in each 

class and then identifying the class with the highest 

number of data points. 

As the proposed approach deals with mixed data that may 

contains only categorical and numerical features, the 

following steps are performed: 

 If the mixed data contains only categorical 

features, the majority class label within that cluster is 

determined by counting the frequency of each class label in 

the categorical features of the data points in the cluster and 

selecting the class label with the highest frequency. 

If the data is mixed, with both categorical and numerical 

features, then for each cluster, the categorical features of 

the data points in the cluster are considered. The frequency 

of each class label in the categorical features is then 

counted. The class label with the highest frequency is 

selected as the most frequent class for that cluster. 

After extracting a set of rules from each cluster, the 

approach applies a novelty  measure (NM) to 

identify novel rules. The novel rules are then used to 

update the model  Mi+1. The novelty measure (NM) is 

calculated for each rule against the existing model 

Mi(known knowledge (KK)) and domain knowledge (DK) 

as shown in the following  equation: 

 𝑁𝑀 =
{|𝑆1|+|𝑆2|−2*k}+∑ 𝛥(𝑐1

𝑖𝑘
𝑖=1 ,c𝑖2)

|𝑆1|+|𝑆2|
         (5) 

Where, S1 and S2 be two conjunct sets, K= the pairs of 

compatible conjuncts between S1 and S2.   is the 

ith pair of compatible conjuncts. The detailed description of 

computation of novelty measure is presented in [5],[20]. A 

rule is considered novel if its novelty measure (NM) is 

greater than the threshold value. The novelty measure 

(NM) is a measure of how different the rule is from the 

existing knowledge. The following are the steps required to 

build the incremental interesting model: 

1. Determine the class label within that each cluster. 

2. Generation the rules Ri from each cluster. 

3. Compute the novelty measure (NM) of rules Ri  with 

respect to Model Mi 

4. If NM( Ri)> Φ  Go step 5 else Go step3. 

5. Update Model 𝑀𝑖/𝑀𝑖+1 

 The algorithm for building the incremental 

interesting model is presented in Algorithm 3. Algorithm 3 

takes the set of clusters as input, the novelty threshold 

value, and the existing knowledge (Model Mi). It outputs 

the incremental interesting model ( ). 

Input: 

Data: set of clusters 

Model Mi 

Φ: (Novelty threshold).  

DK: Domain knowledge 

Output: 

Updated incremental interesting model  
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Steps: 

Step 1: for each cluster, determine theclass label. 

Step 2: extract the rules Ri from each cluster. 

Step 3 :For each rules Ri: 

         Step 3.1: Calculate the novelty measure (NM) of 

rules   

                        Ri with respect to model Mi and DK. 

          Step 3.2: If NM( Ri)> Φ  Go step 4 else Go step3. 

Step 4: Update Model 𝑀𝑖/𝑀𝑖+1 

Fig 3. The pseudo-code of the proposed incremental 

interesting algorithm. 

6. A Detailed Example 

To better understand our approach, let's consider a Big 

Data D that arrived at time T1. We will denote this data as 

D1. It contains 5 transactions, as shown in Table 2. 

Suppose that the number of clusters is 2 (k=2) and D1 is 

divided into 2 parts to achieve parallel mining. The 

following steps are performed by the proposed approach: 

Table 2. A dataset arrived at Time T1 

Tupple

_No 

Pclass Sex Age SibSp Parch Fare Embarke

d 

0 3 Male 21 0 0 7.8 S 

1 3 Male 9 0 1 3.2 S 

2 2 Femal

e 

12 0 0 15.8 S 

3 3 Male 25 0 0 7.9 S 

4 2 Femal

e 

20 0 0 36.7 S 

 

Step 1: take K data points at random and use them as the 

centroids of the clusters. Suppose tupple0 andtupple2 are 

selected randomly as shown in Table 3. 

Table 3. Initial centroids are selected randomly 

Tupple

_No 

Pclass Sex Age SibSp Parch Fare Embarke

d 

0 3 Male 21 0 0 7.8 S 

2 2 Femal

e 

12 0 0 15.8 S 

Step 2: Compute the similarities between each data point 

and each cluster centroid using the Gower measure. Then, 

assign each data point to the cluster with the closest 

centroid. Repeat this process iteratively, comparing the 

data points to each of the centroids using the Gower 

measure. Data points that are similar to a centroid will 

have a similarity score of 0, while data points that are 

dissimilar to a centroid will have a similarity score of 1. 

For more clarification, comparing the centroid tupple 0 to 

the data point in tupple 0 gives 0. While Comparing tupple

 0 to the data point in tupple 1 gives 0.066 

dissimilarities. In the same fashion, compute all the 

distances between each centroids and data points. Table 4 

shows the distances of each data points with each other. 

Table 4.The similarity distance using Gower's distance  

measure between data points 

 

 

 

 

 

 

 

Notice that, the distance between tupple 0 and tupple 3 is 

0.0092 and that of between tuppls 0 and tupple 2 is 0.24. 

This indicates that tupple 0 is the most similar to tupple 3. 

We can verify the same as Age and Gender of the tupples 

are same and preTestScore, postTestScore as well as 

available_credit are closely related. In the same way, 

distinction between tupple 0 and tupple 2 can also be 

made. Table 5 shows the distances of centroids with data 

points. 

Table 5. The similarity distance using Gower's distance 

measure between data points and centroids.. 

 Tuppl

e0 

Tuppl

e1 

Tuppl

e2 

Tuppl

e3 

Tuppl

e4 

Centroi

d1 

0 0.66 0.24 0.009 0.23 

Centroi

d2 

0.24 0.26 0 0.25 0.03 

 

Step 3:The data points are clustered by assigning them to 

the cluster with the closest centroid. The data points 

Tupple 0, 

Tupple 1 and Tupple 3 are assigned to cluster 1; Tupple 2, 

Tupple 4 are assigned to Cluster 2 as shown in Table 6. 

 

0 0.066 0.24 0.0092 0.23 

0.066 0 0.26 0.075 0.29 

0.24 0.26 0 0.25 0.03 

0.0092 0.075 0.25 0 0.24 

0.23 0.29 0.03 0.25 0 

0 

1 

2 

3 

4 

0   1  2  3      4  
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Table 6. The assignment of data points to clusters 

Tupple 

_No 

Cluster 1 

(centroid 

Tupple 0) 

Cluster 2 

(centroid 

Tupple 2) 

Cluster 

0 0 0.24 Cluster 1 

1 0.066 0.26 Cluster 1 

2 0.24 0 Cluster 2 

3 0.0092 0.25 Cluster 1 

4 0.23 0.03 Cluster 2 

Step 4: Determine new centroids for the clusters. For the 

data poins in each cluster, the modes and median are 

utilizes to find the new cluster centroid. For categorical 

data, the mode is used, which is the most frequent value. 

For numeric data, the median is used, which is the middle 

value when the data is sorted from least to greatest. If there 

are multiple values with the same frequency, the first one 

is taken. The data points in each cluster are assigned a 

different color to make them easier to distinguish. Cluster 

1 is colored blue, and Cluster 2 is colored red. This is 

shown in Table 7. 

Table 7. Determining the occurrence of attributes in each 

cluster 

Rec_N

o 

Pclass Sex Age SibSp Parch Fare Embarke

d 

0 3 Male 21 0 0 7.8 S 

1 3 Male 9 0 1 3.2 S 

2 2 Femal

e 

12 0 0 15.8 S 

3 3 Male 25 0 0 7.9 S 

4 2 Femal

e 

20 0 0 36.7 S 

 

Note that, as in Table 7, the cluster 1 data points (Tupple 0, 

Tupple 1, Tupple 3 has two  categorical attribute 

namely, Sex and Embarked which have Male value as the 

most observed Sex and S as the most observed Embarked. 

Cluster 1 also has 5 numerical attributes, namely, Pclass, 

Age, SibSp, Parch and Fare. For the numerical attributes, 

the Mean is used. This results in the following new 

centroids as shown in Table 8. 

Table 8. The new centroids of clusters 

 Pclass Sex Age SibSp Parch Fare Embarke

d 

C
en

tr
o

id
 

(C
lu

st
er

1
) 2 Male 21 0 0 7.8 S 

C
en

tr
o

id
 

(C
lu

st
er

2
) 2 Femal

e 

16 0 0 26.2

5 

S 

 

Finally, The steps 2–4 are repeated iteratively until the 

clusters converge. 

Once the clusters are generated, clustering patterns are 

identified from each cluster. The patterns are then 

evaluated for their interestingness using a novelty measure. 

Patterns with a high novelty score are considered to be 

interesting. The following steps are performed: 

Step 1. Determine the most frequent class label for each 

cluster. This can be done by counting the frequency of 

each class label in the categorical features of the data 

points in that cluster. The class label with the highest 

frequency is selected as the most frequent class for that 

cluster. 

For cluster 1, the most frequent class label is "Sex=male". 

Therefore, this attribute and its value, "male", become the 

class label of this cluster. Similarly, the most frequent class 

label for cluster 2 is "Sex=female", so this attribute and its 

value, "female", become the class label of this cluster. 

Step 2. Extract the rules from each clusters as follows: 

Rule 1: Pclass=3, Age=21, Fare=7.8, 

Embarked=S →Sex = Male  

Rule 2: Pclass=3, Age=9, Fare=3.2, Embarked=S 

→Sex = Male   

Rule 3: Pclass=3, Age=25, Fare=7.9, 

Embarked=S → Sex = Male 

Rule 4: Pclass=2, Age=12, Fare=15.8, 

Embarked=S → Sex = Female   

Rule 5: Pclass=2, Age=20, Fare=36.7, 

Embarked=S → Sex = Female 

Step 3.Compute the novelty measure of each rule with 

regard to known knowledge and domain knowledge 

assuming that the novelty threshold Φ=0.5. 

Table 9 . Evaluating patterns in terms of their interest 

using the novelty Measure 

R
u

le
 N

o
. 

Discovered Rules 

A
cc

ep
t 

C
o

m
p

ar
e 

w
it

h
 R

u
le

 

N
o

v
el

ty
(N

M
) NM> 

Φ=0.5 

Add to 

𝑀𝑖/𝑀𝑖+1 

 

 

R1 

Pclass=3,Age=21, 

Fare=7.8, 

Embarked=S 

Sex = Male 

 

Yes 

 

------

- 

 

 

 

Yes 
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R2 

Pclass=3, Age=9, 

Fare=3.2, 

Embarked=S 

Sex = Male 

 

No 

 

R1 

 

0.013 

 

No 

 

R3 

Pclass=3, Age=25, 

Fare=7.9, 

Embarked=S 

Sex = Male 

 

No 

 

R1 

 

 

 

No 

 

R4 

Pclass=2, Age=12, 

Fare=15.8, 

Embarked=S 

Sex = Female 

 

Yes 

 

R1 

 

 

 

Yes 

 

R5 

Pclass=2, Age=20, 

Fare=36.7, 

Embarked=S 

Sex = Female 

 

No 

 

R1, 

R4 

 

 

 

No 

 

Note that, due to high value of novelty threshold, only two 

rules (R1 and R4) are considered novel and therefore used 

to update the model at time T1. 

7. Experimental Results 

In this section, experimental results are presented to show 

the performance of the proposed approach. The proposed 

approach is written in python programming language and 

implemented on Hadoop. The experiments were conducted 

using public datasets available at 

[URL:https://www.kaggle.com/ and 

https://archive.ics.uci.edu/dataset/]. The datasets are 

considered to be evolving over time. They are divided into 

three chunks, named D1, D2, and D3. Dataset D1 arrived 

at time T1, dataset D2 arrived at time T2, and dataset D3 

arrived at time T3. The proposed approach is compared 

with several incremental clustering algorithms. The 

following subsections provide details of the experiments 

that were performed. 

7.1 Experiment 1 

The  first  experiment  is  conducted  on  the  Titanic  

dataset  available  at [https://www.kaggle.com/c/titanic ] to 

show the performance of the proposed approach in terms 

of accuracy, running time, and speedup against Serial K-

Means, Parallel K-Means (1 thread/core) and Parallel K-

Means (2 thread/core). This dataset contains 891 instances 

and 12 mixed attributes. The performance of the proposed 

approach against the well-known parallel clustering 

algorithms are shown in Table10. 

Table 10 . The performance of the proposed approach 

against the well-known parallel clustering algorithms. 

Algorithm Accuracy Running 

time (s) 

Speedup 

Serial K-Means 0.81 100 1 

Parallel K-Means (1 

thread/core) 

0.81 50 2 

Parallel K-Means (2 

threads/core) 

 

0.81 25 

 

4 

 

The proposed 

algorithm 

(2 threads/core) 

0.81 25 4 

 

As you can see in Table10, the proposed parallel clustering 

algorithm and traditional parallel K-Means algorithm 

achieve the same clustering accuracy as the serial K-Means 

algorithm, but they run much faster. The speedup increases 

with the number of threads used. For example, the 

proposed parallel clustering algorithm and parallel K-

Means with 2 threads/core is 4 times faster than serial K-

Means. The results confirm that the proposed parallel 

clustering algorithm is a very effective way to improve the 

performance of clustering algorithms on large datasets. 

The proposed parallel clustering algorithm achieve the 

same clustering accuracy as the serial K-Means algorithm 

and traditional parallel K-Means algorithm. This is because 

the parallel algorithms are able to divide the data into 

smaller sub-problems that can be processed independently. 

Also, the parallel clustering algorithms run much faster 

than the serial K- Means algorithm. The speedup increases 

with the number of threads used. This is because the 

parallel algorithms can take advantage of multiple cores to 

process the data simultaneously. 

Further more, the parallel clustering algorithms are more 

scalable than the serial K-Means algorithm. This means 

that they can be used to cluster larger datasets without a 

significant decrease in performance. 

7.2 Experiment 2 

The second experiment shows the results the proposed 

approach against several incremental clustering algorithms 

on the Titanic dataset as shown in Table 11. 

Table 11. shows the results the proposed approach against    

   several incremental clustering algorithms on the Titanic 

dataset 

the Algorithm Accuracy Time 

(seconds) 

DBSCAN 81.5% 100 

BIRCH 80.5% 50 

CURE 79.5% 25 

OPTICS 81.0% 75 

ROCK 79.0% 30 

https://www.kaggle.com/
http://www.kaggle.com/c/titanic
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The proposed 

algorithm 

81.5% 22 

 

As you can see in Table 11, the proposed algorithm and 

DBSCAN achieved the highest accuracy, followed by 

OPTICS, BIRCH, CURE, and ROCK. However, 

DBSCAN was also the slowest algorithm, taking 100 

seconds to cluster the Titanic dataset. OPTICS was slightly 

slower than DBSCAN, taking 75 seconds. BIRCH, ROCK, 

and CURE were much faster, taking 50, 30 and 25 seconds 

respectively. The proposed approach was the fastest 

algorithm, taking only 22 seconds. It is important to note 

that these results are just for one particular dataset. The 

performance of different incremental clustering algorithms 

may vary depending on the dataset. 

7.3 Experiment 3 

The third experiment aims to demonstrate the effectiveness 

of our framework in reducing the number of discovered 

rules compared to the Incremental K-means++ algorithm. 

We used four datasets and considered them to be evolving 

over time. We divided them into three increments: D1, 

D2,and D3, which were mined at times T1, T2, and T3, 

respectively. Suppose that the number of clusters required 

is 3 (k=3) and we varied the novelty threshold Φ. The 

number of interesting rules are decreased in our approach, 

in contrast to the number of rules discovered by the 

Incremental K-means++ algorithm at T1, T2, and T3. 

 Intuitively, the interesting rules discovered by our 

approach at time T1 are no longer interesting at time T2, 

and the interesting rules discovered at time T2 are no 

longer interesting at time T3. 

Consequently, as the value of the novelty threshold Φ 

increases, the number of discovered interesting rules 

decreases at each time, as expected. Table 12 shows the  

comparison between our approach against the Incremental 

K-means++ algorithm in terms of number of discovered 

rules. 

8. Conclusions and Future Works 

 We propose a clustering mining approach that can 

be adapted to changes in evolving data, scale to large data 

sets, and incorporate interestingness criteria. This is done 

by incrementally clustering the data and by using parallel 

processing to speed up the clustering process. The 

interestingness criteria are used to guide the clustering 

process and to identify clusters that are of the users' 

interest to the user. Our future work will focus on 

enhancing our approach to create a clustering model that 

can adapt to data stream environments. This means that the 

model will be able to learn from new data as it arrives and 

update the clusters accordingly. This is important for 

applications where the data is constantly changing, such as 

financial trading or sensor networks. 
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Table 12 . The comparison between our approach against the Incremental K-means++ algorithm in terms of number of 

discovered rules 

 

Dataset 

 

Size of dataset 

Incremental K- means++ N
o

v
elty

 

th
resh

o
ld

 Φ
 

The proposed approach 

No. of discovered patterns No. of novel patterns 

T1+T2+T3 T1 T2 T3 

 

Adult 

 

48,842 

 

5194 

0.5 4012 2612 835 

0.6 3124 2212 723 

0.7 2712 1234 543 

0.8 827 728 423 

0.9 176 155 102 

 

Customer 

 

200,000 

 

93087 

0.5 27596 16896 9833 

0.6 19283 8013 6234 
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Segmentation 0.7 9834 4321 3432 

0.8 2008 1934 2192 

0.9 725 634 433 

 

Online Retail 

 

541909 

 

133878 

0.5 80754 33233 14233 

0.6 65744 14622 3454 

0.7 44333 6223 1342 

0.8 11922 2034 879 

0.9 2349 1523 221 

Social Media 

Sentiment 

 

1000000 

 

332614 

0.5 99233 56433 23965 

0.6 74231 43212 12864 

0.7 49111 21876 6235 

0.8 18222 12986 2001 
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