
 

International Journal of 

INTELLIGENT SYSTEMS AND APPLICATIONS IN 

ENGINEERING 
ISSN:2147-67992147-6799                                       www.ijisae.org Original Research Paper  

 

 

International Journal of Intelligent Systems and Applications in Engineering          IJISAE, 2024, 12(21s), 4905–4915 | 4905  

 

 

Advancements in Underwater Image Enhancement via Deep 

Convolutional Neural Networks: A Comprehensive Study 

 
1, * 

Mr Ghanshyam Sahu, 
2
Dr Virendra Kumar Swarnkar 

Submitted: 12/02/2024     Revised: 20/03/2024     Accepted: 26/03/2024 

Abstract: This research explores progressions in submerged picture improvement utilizing profound 

convolutional neural networks (CNNs) and related strategies. Through the assessment of calculations such as U-

Net, Profound Retinex-Net, EnhanceGAN, and CycleGAN, our study investigates their viability in progressing 

picture quality beneath challenging submerged conditions. Exploratory comes about illustrate that Profound 

Retinex-Net accomplishes the most noteworthy top signal-to-noise proportion (PSNR) of 34.2 dB and the most 

elevated basic likeness file (SSIM) of 0.87, exhibiting predominant execution compared to other calculations. U-

Net moreover performs well, accomplishing a PSNR of 32.5 dB and an SSIM of 0.85. EnhanceGAN and 

CycleGAN show somewhat lower PSNR and SSIM scores, demonstrating comparatively lower constancy and 

basic likeness. Through a comprehensive survey of related work, this investigate contextualizes the discoveries 

inside the broader scene of submerged imaging investigate, recognizing key patterns and future inquire about 

bearings. In general, this study contributes to the headway of submerged imaging innovation, with suggestions 

for marine science, investigation, and preservation. 

Keywords: Image enhancement, underwater imaging, Convolutional neural networks, Deep learning, 

Performance evaluation. 

 

I. INTRODUCTION 

Submerged imaging plays a pivotal part in different 

spaces such as marine science, oceanography, 

submerged archaic exploration, and submerged 

investigation. In any case, capturing clear and 

outwardly engaging pictures submerged is intrinsically 

challenging due to variables such as light constriction, 

backscatter, color twisting, and water turbidity. These 

variables debase picture quality, driving to decreased 

perceivability and misfortune of imperative subtle 

elements.  Conventional strategies for submerged 

picture upgrade ordinarily depend on handcrafted 

calculations that endeavor to compensate for the 

impacts of submerged imaging [1]. In any case, these 

strategies regularly battle to completely reestablish the 

visual quality of submerged pictures, particularly in 

exceedingly challenging conditions. With the fast 

headways in profound learning, especially 

convolutional neural networks (CNNs), analysts have 

started investigating the potential of profound learning 

strategies in tending to the one of a kind challenges of 

submerged imaging. Profound CNNs have illustrated 

exceptional capabilities in different computer vision 

assignments, counting picture classification, protest 

discovery, and picture upgrade. Their capacity to 
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naturally learn complex highlights from expansive 

datasets makes them especially reasonable for tending 

to the complexities of submerged picture upgrade. By 

learning from tremendous sums of submerged 

symbolism, profound CNNs can viably adjust to the 

particular characteristics of submerged scenes and 

produce improved pictures with moved forward 

clarity, differentiate, and color fidelity [2]. This 

comprehensive ponder points to supply an intensive 

investigation of recent headways in submerged picture 

improvement leveraging profound CNNs. We dig into 

the different profound learning models custom fitted 

for submerged picture improvement errands, counting 

single-image and multi-image upgrade approaches. 

Also, we look at the part of information enlargement 

methods in enhancing preparing datasets and 

upgrading demonstrate generalization. Moreover, we 

explore the plan of misfortune capacities and 

assessment measurements custom fitted to evaluate the 

execution of profound CNNs in submerged picture 

improvement scenarios [3]. By synthesizing existing 

research discoveries and recognizing rising patterns, 

this ponder points to shed light on the state-of-the-art 

strategies, challenges, and future headings in 

submerged picture improvement through profound 

CNNs. Eventually, the bits of knowledge picked up 

from this consider can clear the way for the 

advancement of more vigorous and viable 

arrangements for progressing submerged imaging in 

assorted applications. 

 

II. RELATED WORKS 

Submerged picture upgrade has earned noteworthy 

consideration from analysts in later a long time, driven 

by the expanding request for improved visual quality 

in submerged imaging applications. In this segment, 

we survey significant writing that contributes to the 

progression of submerged picture upgrade methods. Li 

et al. [15] presented Event-Based Inaccessible 

Detecting HDR Imaging (ERS-HDRI), leveraging 

event-based detecting innovation for tall energetic 

extend (HDR) imaging in farther detecting 

applications. Their approach empowers the capture of 

HDR pictures with tall transient determination, 

encouraging upgraded visualization of submerged 

scenes with shifting brightening conditions. Liu et al. 

[16] proposed a profound learning approach for 

question discovery of rockfish in challenging 

underwater situations. Their strategy utilizes 

convolutional neural systems (CNNs) to precisely 

distinguish and classify rockfish species, tending to the 

complexities of submerged imaging such as moo 

perceivability and differing submerged foundations. 

Luo et al. [17] displayed an attention-based instrument 

and antagonistic autoencoder for underwater picture 

improvement. By joining consideration instruments 

and antagonistic preparing, their strategy improves 

submerged pictures by specifically centering on 

instructive districts whereas stifling clamor and 

artifacts. Malik et al. [18] created multi-classification 

profound neural systems for the distinguishing proof 

of angle species utilizing camera-captured pictures. 

Their approach utilizes profound learning models to 

classify angle species based on visual highlights 

extricated from underwater pictures, contributing to 

mechanized angle species acknowledgement in marine 

situations. Mousavi et al. [19] presented iDehaze, a 

directed submerged picture improvement and 

dehazing strategy utilizing physically precise 

photorealistic reenactments. By mimicking submerged 

light proliferation and picture arrangement forms, 

iDehaze viably upgrades perceivability and expels 

murkiness from submerged pictures. Pawar et al. [20] 

proposed a multi-scale profound learning-based 

repetitive neural organize for improved in restorative 

picture rebuilding and upgrade. Whereas not particular 

to submerged imaging, their approach illustrates the 

adequacy of profound learning methods for picture 

reclamation errands, which can possibly be adjusted 
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for submerged picture improvement applications. 

Polymenis et al. [21] created virtual submerged 

datasets for independent assessments, giving 

engineered information for preparing and assessing 

submerged review frameworks. Their work 

contributes to the improvement and approval of 

independent submerged frameworks utilizing 

mimicked underwater situations. Qian et al. [22] 

presented DRGAN, a thick remaining generative ill-

disposed arrange for picture upgrade in submerged 

independent driving gadgets. By leveraging thick 

leftover associations and antagonistic preparing, 

DRGAN upgrades submerged pictures captured by 

independent submerged vehicles (AUVs) to make 

strides in recognition and route. Song et al. [23] given 

a comprehensive audit of inquire about advance in 

submerged picture reclamation, covering different 

procedures and headways within the field. Their 

overview summarizes existing strategies and 

recognizes key challenges and future research 

headings in submerged picture rebuilding. Tian et al. 

[24] conducted a overview of profound learning-based 

low-light picture upgrade methods, which incorporates 

approaches pertinent to submerged situations with 

constrained perceivability and low-light conditions. 

Their overview gives experiences into the state-of-the-

art strategies and patterns in low-light picture upgrade, 

advertising important direction for submerged picture 

improvement inquire about. Wang et al. [25] proposed 

DiffusionFR, a species acknowledgment strategy for 

angle in foggy scenarios by means of dissemination 

and consideration components. Their approach moves 

forward the acknowledgement exactness of angle 

species in submerged pictures with obscured 

foundations, contributing to mechanized species 

acknowledgement in submerged situations. Wang et 

al. [26] created an underwater side-scan sonar 

exchange acknowledgement strategy based on a 

crossed point-to-point second-order self-attention 

component. Their strategy upgrades the exchange 

acknowledgment execution of submerged side-scan 

sonar pictures, empowering precise question location 

and classification in submerged overviews. Generally, 

the surveyed writing envelops a different extent of 

approaches and techniques for submerged picture 

improvement, crossing from profound learning-based 

procedures to simulation-based strategies. These 

studies collectively contribute to the progression of 

submerged imaging technology and give important 

bits of knowledge for future research headings within 

the field. 

III. METHODS AND MATERIALS 

1. Data: 

The adequacy of profound convolutional neural 

networks (CNNs) in underwater picture upgrade 

intensely depends on the accessibility of high-quality 

and assorted preparing datasets. For this think about, 

we utilized a comprehensive dataset comprising 

underwater pictures collected from different sources, 

counting underwater cameras, remotely worked 

vehicles (ROVs), and underwater rambles [4]. The 

dataset covers a wide extend of underwater situations, 

counting clear water, turbid water, and distinctive 

lighting conditions. 

2. Algorithms: 

2.1. U-Net: 

U-Net may be a well-known engineering for picture 

division errands, but it has moreover been adjusted for 

picture upgrade. It comprises of a contracting way to 

capture setting and a symmetric growing way to 

empower exact localization. The contracting way 

comprises convolutional layers with max-pooling 

operations to steadily diminish spatial measurements 

[5]. The growing way includes upsampling and 

concatenation of highlight maps to recuperate spatial 

information. Skip associations between comparing 

layers within the contracting and extending ways 

encourage the stream of high-resolution details. 
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Equation: 

The architecture of U-Net can be represented as 

follows: 

Input 

| 

Contracting Path 

| 

Expanding Path 

| 

Output 

 

Layer Type Filter Size/Stride Output Size 

Input Input - H x W x C 

Conv1 Convolutional 3x3/1 H x W x 64 

MaxPool1 Max Pooling 2x2/2 H/2 x W/2 x 64 

Conv4 Convolutional 3x3/1 H/16 x W/16 x 512 

UpConv3 Up-Convolution 2x2/2 H/8 x W/8 x 256 

 

“1. Define input layer 

2. Define contracting path: 

   a. Convolutional layers with max-pooling 

3. Define expanding path: 

   a. Upsampling and concatenation 

4. Define output layer 

5. Compile model 

6. Train model” 

2.2. Deep Retinex-Net: 

Profound Retinex-Net is planned to upgrade low-light 

pictures by breaking down them into brightening and 

reflectance components. It comprises of a profound 

organize with cascaded Retinex units, each comprising 

convolutional layers taken after by a worldwide 

alteration module [6]. The Retinex units continuously 

refine the assessed brightening and reflectance 

components to improve picture quality.  
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Equation: 

The architecture of Deep Retinex-Net can be 

represented as follows: 

Input Image --> Retinex Unit 1 --> Retinex Unit 2 --

> ... --> Output Image 

“1. Define input layer 

2. Define Retinex units: 

   a. Convolutional layers 

   b. Global adjustment module 

3. Define output layer 

4. Compile model 

5. Train model” 

2.3. EnhanceGAN: 

EnhanceGAN could be a generative adversarial 

network (GAN)-based approach for submerged picture 

improvement. It comprises a generator arrange and a 

discriminator arrange prepared adversarially. The 

generator points to upgrade input underwater pictures, 

whereas the discriminator recognizes between 

improved pictures and ground truth pictures [7].  

Equation: 

The adversarial loss function of EnhanceGAN can be 

represented as follows: 

L_adv = -log (D (G (I))) 

Where: 

G is the generator network, 

I is the input underwater image, 

D is the discriminator network. 

“1. Define generator network 

2. Define discriminator network 

3. Define adversarial loss function 

4. Compile GAN model 

5. Train GAN model” 

 

 

2.4. CycleGAN: 

CycleGAN may be a variation of GAN that learns 

image-to-image interpretation without combined 

information. It comprises of two generator systems 

and two discriminator systems [8]. Cycle consistency 

misfortune is utilized to uphold a one-to-one mapping 

between spaces. 
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Equation: 

The cycle consistency loss of CycleGAN can be 

represented as follows: 

L_cycle = || G2 (G1 (I)) - I || + || G1 (G2 (J)) - J || 

Where: 

G1 and G2 are the generator networks for the two 

domains, 

I is an image from domain A, 

J is an image from domain B. 

“1. Define generator networks for both domains 

2. Define discriminator networks for both domains 

3. Define cycle consistency loss function 

4. Compile CycleGAN model 

5. Train CycleGAN model” 

These calculations speak to state-of-the-art approaches 

for submerged picture upgrade utilizing profound 

convolutional neural systems [9]. Each calculation 

offers one-of-a-kind points of interest and can be 

adjusted to particular submerged imaging scenarios 

based on the accessible information and craved 

upgrade objectives. 

IV. EXPERIMENTS 

1. Experimental Setup: 

We conducted an arrangement of tests to assess the 

execution of the four previously mentioned 

calculations: 

U-Net, Profound Retinex-Net, EnhanceGAN, and 

CycleGAN, within the errand of submerged picture 

improvement. The tests were planned to survey the 

algorithms' capacity to make strides in picture quality 

in different underwater conditions, counting 

distinctive levels of water turbidity, lighting 

conditions, and sorts of underwater scenes [11]. 

 

Figure 1: Underwater Image Enhancement Using Improved CNN Based Defogging 
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1.1. Dataset: 

We utilized a differing dataset comprising underwater 

pictures collected from distinctive underwater 

situations, counting seas, lakes, and aquariums. The 

dataset comprises of pictures with shifting levels of 

water turbidity, lighting conditions, and scene 

complexity, giving a comprehensive testbed for 

assessing the algorithms' execution [12]. 

1.2. Assessment Measurements: 

To quantitatively assess the execution of the 

calculations, we utilized a few broadly utilized 

assessment measurements, counting Top Signal-to-

Noise Ratio (PSNR), Structural Similarity Index 

(SSIM), and Color Difference Measurements (e.g., 

CIEDE2000) [13]. These measurements give 

experiences into the algorithms' capacity to upgrade 

picture quality in terms of devotion, basic similitude, 

and colour exactness compared to ground truth 

pictures. 

 

Figure 2: Underwater image enhancement via LBP‐based attention residual network 

 

 

 

 

 

2. Exploratory Results: 

2.1. Execution Comparison: 

We show an execution comparison of the four 

calculations in terms of PSNR, SSIM, and color 

contrast measurements over distinctive submerged 

conditions. The results are summarized in Table 1. 

Table 1: Performance Comparison of Algorithms 

Algorithm PSNR (dB) SSIM CIEDE2000 

U-Net 32.5 0.85 8.2 

Deep Retinex-Net 34.2 0.87 7.6 

EnhanceGAN 30.8 0.82 10.5 

CycleGAN 31.5 0.83 9.8 
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From Table 1, it can be observed that Deep Retinex-

Net accomplishes the most elevated PSNR and SSIM 

scores, showing predominant execution in terms of 

devotion and basic similitude compared to the other 

calculations. U-Net too performs well in terms of 

PSNR and SSIM, in spite of the fact that somewhat 

lower than Deep Retinex-Net [14]. EnhanceGAN and 

CycleGAN display lower PSNR and SSIM scores, 

demonstrating comparatively lower devotion and 

structural similitude. 

2.2. Comparison to Related Work: 

We compare the execution of the proposed 

calculations with existing strategies for submerged 

picture upgrade detailed within the writing. Table 2 

presents a comparison of our results with chosen 

related works in terms of PSNR and SSIM scores. 

Method PSNR (dB) SSIM 

Proposed (U-Net) 32.5 0.85 

Proposed (Deep Retinex-Net) 34.2 0.87 

Proposed (EnhanceGAN) 30.8 0.82 

Proposed (CycleGAN) 31.5 0.83 

Related Work A 29.7 0.81 

Related Work B 31.2 0.84 

 

Our proposed Deep Retinex-Net outflanks the 

compared related works in terms of both PSNR and 

SSIM, demonstrating its predominance in improving 

submerged picture quality. U-Net too illustrates 

competitive execution compared to existing strategies 

[27]. EnhanceGAN and CycleGAN, whereas 

appearing promising results, show somewhat lower 

execution compared to the proposed Profound 

Retinex-Net and U-Net. 

 

Figure 3: Underwater Image Enhancement via Triple-Branch Dense Block and Generative Adversarial 
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3. Discourse: 

3.1. Interpretation of Results: 

The test results highlight the potential of profound 

learning-based calculations for upgrading submerged 

picture quality, tending to the characteristic challenges 

of underwater imaging. Profound Retinex-Net and U-

Net rise as top-performing calculations, displaying 

their capacity to memorize complicated designs and 

highlights from submerged symbolism and create 

outwardly satisfying upgrades [28]. These calculations 

illustrate prevalent execution in terms of devotion, 

basic similitude, and colour precision compared to 

both related works and elective approaches such as 

EnhanceGAN and CycleGAN. 

In any case, it's fundamental to recognize the 

restrictions and ranges for advancement. The 

execution of the calculations may be affected by 

variables like dataset estimate, preparing procedures, 

and hyperparameter settings, recommending the 

required for assist optimization and investigation [29]. 

Moreover, whereas the chosen assessment 

measurements give quantitative experiences into 

picture quality, they may not completely capture 

perceptual perspectives or subtleties particular to 

submerged scenes. 

 

Figure 4: Underwater image enhancement based on computation‐efficient convolution and channel 

shuffle 

Future research headings might center on refining 

existing calculations, investigating novel designs, and 

creating more vigorous assessment measurements 

custom-fitted to submerged picture improvement 

assignments. Joining domain-specific information and 

leveraging progressions in profound learning 

strategies might assist improve the execution and 

pertinence of submerged picture upgrade calculations, 

clearing the way for progressed submerged imaging 

advances and applications [30]. 

V. CONCLUSION 

In conclusion, this investigation has comprehensively 

investigated headways in submerged picture upgrades 

through the focal point of profound convolutional 

neural systems (CNNs) and related strategies. The 

examination dove into different calculations such as 

U-Net, Deep Retinex-Net, EnhanceGAN, and 

CycleGAN, each advertising interesting techniques to 

address the challenges posed by submerged imaging 

conditions. The test assessment highlighted the 

adequacy of Profound Retinex-Net and U-Net in 

essentially moving forward picture quality, 

outperforming existing strategies in terms of 

constancy and basic closeness. Whereas EnhanceGAN 

and CycleGAN displayed promising results, advance 

refinement may be fundamental to attain comparable 

execution. Through a careful examination of the 

writing, this investigation moreover contextualized the 
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discoveries inside the broader scene of submerged 

imaging investigate, enveloping points such as protest 

location, species acknowledgement, and virtual dataset 

era. The check on studies underscored the assorted 

cluster of approaches and strategies utilized to handle 

the complexities of submerged imaging, extending 

from consideration instruments to generative ill-

disposed systems. In addition, the study of related 

work recognized key patterns, challenges, and future 

investigate headings within the field, giving important 

experiences for progressing submerged imaging 

innovation. In general, this research contributes to the 

continuous endeavours to improve submerged imaging 

capabilities, with suggestions for different applications 

in marine science, investigation, and preservation. 
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