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Abstract: The incorporation of generative artificial intelligence (AI) into the field of investment research is causing a 

revolution in the study and comprehension of financial markets. Traditional models, which relied mostly on historical data and 

static assumptions, are being supplemented and, in some cases, replaced by dynamic artificial intelligence systems that are 

able to generate insights from big datasets that contain a wide variety of categories. Through the utilisation of generative 

artificial intelligence technologies, analysts have the ability to adopt a more all-encompassing and adaptable approach to 

investment strategy. These technologies have the capability to construct real-time financial narratives, imitate market 

conditions, and enhance the accuracy of predictions. This technology change is not only accelerating research processes but 

also fostering innovations in portfolio management and risk assessment. These innovations are being driven by the transition. 

Despite the fact that generative artificial intelligence opens up exciting new opportunities for the financial sector, it also faces 

significant challenges in terms of transparency, interpretability, and ethical application. 
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1. Introduction 

1.1. Overview of Artificial Intelligence (AI) 

Artificial intelligence (AI) is a collective term that 

refers to the process of imitating human intelligence 

in computers. This involves the computers being 

able to execute tasks such as learning, thinking, and 

problem-solving. According to Krauss et al. (2022), 

Recent developments, in particular in the disciplines 

of machine learning and deep learning, have made it 

feasible for artificial intelligence systems to evaluate 

enormous datasets, detect patterns, and make 

decisions with minimal input from humans. This is 

a significant achievement. (Singh & Patel, 2023) 

Increasing efficiency and facilitating more informed 

decision-making are two of the ways that artificial 

intelligence is transforming several industries. 

Numerous industries, including as education, 

transportation, healthcare, and finance, are 

experiencing this phenomenon at the present time. 

However, at the same time as its rapid proliferation 

presents ethical difficulties with discrimination, 

privacy, and accountability, the goal of responsible 

regulation of artificial intelligence is becoming an 

increasingly vital objective. 

1.2. The Evolution of Investment Research 

For the purpose of analysing markets and 

forecasting trends, investment research has 

traditionally relied on quantitative models, historical 

data, and human understanding.   Predicted models 

that were constructed by analysts via the use of 

statistical methodologies and financial theories were 

the primary drivers of investment decisions.   

According to Singh and Patel (2023), these 

methodologies frequently generated issues when it 

came to the management of unstructured data, the 

speed with which they responded to changes in the 

market, and the identification of hidden patterns.   

Advanced, agile, and intelligent systems were 

required in order to maintain a competitive 

advantage in the increasingly complex financial 

markets. This was necessary in order to stay ahead 

of the competition. 
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1.3. Emergence of Generative AI in Finance 

Generative artificial intelligence (AI) is a branch of 

artificial intelligence that can produce content such 

as text, graphics, or simulations. The banking sector 

is one of the most recent industries to adopt IoT.  

Rather than depending solely on pre-existing AI 

models for categorisation or prediction, generative 

artificial intelligence makes it possible to create new 

data and scenarios from scratch.  According to 

Bhatia and Jain (2023), this provides investment 

researchers with more leeway to study all of the 

available alternatives.  This technology has the 

capability to perform tasks that were previously 

unimaginable, such as the provision of detailed 

reports, the modelling of market conditions, and 

even the recommendation of new investment 

strategies by making use of vast datasets. 

1.4. Enhancing Data Analysis and Insight 

Generation 

The potential of generative artificial intelligence to 

absorb and interpret huge volumes of diverse data 

sources, such as news items, earnings calls, social 

media sentiment, and macroeconomic indicators, is 

one of the most significant consequences that it has 

had on investment research. This is one of the most 

important implications that it has had.  The amount 

of time that analysts spend on routine work is 

reduced as a result of the use of generative artificial 

intelligence, which also improves the level of 

analysis in terms of both its depth and its 

correctness.  Automating the process of extracting 

useful insights and giving narrative explanations is 

the means by which this objective is achieved.  As a 

consequence, the judgements that are made about 

investments are more well-informed, more timely, 

and more complex, and they are also able to more 

accurately foresee the general movements of the 

market. 

1.5. Transforming Markets and Investment 

Strategies 

Because it is increasingly being employed in 

investment operations, generative artificial 

intelligence is causing a shift in the way markets are 

seen and addressed. The advent of artificial 

intelligence (AI) has made it feasible for investors to 

make changes to their portfolios in real time, 

discover new opportunities, and respond rapidly to 

new risks, all without relying on static models. 

Despite the fact that this alteration can bring about 

significant development potential, there are certain 

concerns that have been raised about it. In the 

context of investment research, these concerns 

revolve on issues of transparency, the dependability 

of models, and the shifting role of human 

judgement. 

2. Model architecture of generative artificial 

intelligence 

An essential component of the concepts behind 

generative artificial intelligence is the ability to learn 

how to build new data instances from existing data. 

There are three basic generative model designs that 

are depicted in Figure 1. These are the flow-based 

generative model, the Variational Autoencoder 

(VAE), and the Generative Adversarial Network 

(GAN). Both the generator and the discriminator are 

considered to be the two most important elements 

that make up a generative adversarial network 

(GAN). During this time, the discriminator is 

working to enhance their ability to discern between 

actual and produced data, while the generator is 

working to make the discriminator's job more 

difficult by learning to produce data that is more 

difficult to comprehend. It is possible to fine-tune 

the technique by lowering the amount of loss that is 

caused by categorisation mistakes. When it comes to 

variational autoencoders (VAE), the primary foci are 

on learning the latent representation of input, 

encoding it into representations in latent space, and 

then retrieving it through the decoder. When the 

evidence lower bound (ELBO) is maximised, the 

model is able to perform well in terms of providing 

high-quality data (Chowdhury & Nakamura, 2022).  

Every single one of these models has a number of 

advantages.   In general, GANs are able to generate 

images of a high quality; VAEs are able to generate 

images with a strong representation of latent space; 

and flow-based models provide accurate 

probabilistic models that are suited for more 

sophisticated modelling applications. 
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Figure 1. Comparison of generative artificial intelligence model architecture 

The use of generative artificial intelligence in the 

field of financial market forecasting is primarily 

driven by deep learning as the fundamental driving 

factor. Deep learning is the most significant of the 

crucial technologies that constitute this application, 

which is based on a succession of other critical 

technologies. The ability of deep learning to 

simulate complex function mapping is made 

possible by the use of neural networks. The use of 

convolutional neural networks (CNN) for the 

processing of image data and recurrent neural 

networks (RNN) for the management of sequence 

data is particularly illustrative of this particular fact. 

With regard to generative models, for example, the 

fundamental form of GANs may be described by the 

formula that is expressed in the following manner: 

 

where 𝐷(𝑥)is the output of the discriminator, 

represents the probability that x comes from real 

data, and 𝐺(𝑧)is the output of the generator. 

Furthermore, natural language processing (NLP) 

systems, such as Transformers, make use of self-

attention mechanisms to not only successfully 

capture long-distance associations but also to 

provide considerable support for text analysis and 

prediction. This is accomplished through the use of 

automatic attention processes.   The ARIMA model 

and its variants are commonly used for the aim of 

projecting future trends in the financial market. This 

is accomplished by applying the model to time series 

data and experimenting with its many iterations.  It 

is possible that its shape might be reduced so that: 

 

Time series are characterised by their autoregressive 

features as well as their moving average 

characteristics, which are reflected in this 

characteristic. The accuracy and robustness of 

financial forecasts may be further enhanced by the 

utilisation of hybrid methodologies that incorporate 

both statistical models and deep learning 

approaches. Using these methodologies, analysts are 

able to acquire insight into the patterns that lay 

behind the complex behaviour of the market, which 

in turn helps them to make more accurate 

projections in instances where the market is very 

volatile. 

3. Examples of generative AI in financial market 

prediction 

3.1. Case background:  
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The purpose of this research was to examine the 

practical use of generative artificial intelligence in 

the forecasting of financial markets. In order to do 

this, an Asian financial centre that had a substantial 

quantity of transaction data was selected during the 

selection process. Because the center's average daily 

trading volume reaches $5 billion, which includes 

transactions involving stocks, bonds, foreign 

currency, and derivatives, the centre provides a 

broad financial environment and a wealth of data 

resources. This is because the centre facilitates 

transactions involving all of these types of financial 

instruments. In the trading statistics of the centre, 

there are clear seasonal tendencies that may be 

observed. These trends are most noticeable around 

the time of the annual results releases, which are 

times when the quantity of market activity and 

volatility significantly increases. This research aims 

to analyse and apply advanced generative models, 

such as Conditional GAN (cGAN) and time series 

prediction models, in order to forecast future market 

dynamics and investigate how these forecasts can be 

utilised to optimise trading strategies and risk 

management. Taking into consideration the 

structural shifts that are occurring in market 

participants, such as the ratio of institutional 

investors to retail investors shifting from 3:1 in 2022 

to 4:1 in 2023, the purpose of this research is to 

analyse and apply these models. 

3.2. Application process 

The data collecting and preparation procedure began 

with the selection of the financial center's US dollar 

versus Japanese yen (USD/JPY) transaction data 

from April 1 to April 5, 2023. This was done for the 

aim of this study. Table 1 contains a number of 

important indicators, including daily trading 

volume, starting price, maximum price, and lowest 

price, as well as closing price. Additionally, this data 

includes additional essential indicators, which are 

given below: 

Table 1. Partial data on U.S. dollar versus Japanese yen (USD/JPY) transactions in a financial center in 

the second quarter of 2023 

 

Next, the data is put through a number of different 

preparation procedures, which include the utilisation 

of interpolation methods to fill in missing values, the 

application of Z-score normalisation techniques to 

scale numerical ranges, and the utilisation of time 

series decomposition techniques to identify and 

adjust for seasonal oscillations. All of these 

procedures are performed in order to ensure that the 

data is adequately prepared. For the purpose of 

reducing the volatility of the data and enhancing the 

consistency of the model training, the time series 

data for volume and price were subjected to a 

logarithmic transformation. This was done in order 

to alleviate any worries regarding heteroskedasticity 

that could have been brought up in the original 

analysis. 
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Figure : 2 

 

3.2.2. Model construction and training 

As a result of this study, the decision was taken to 

use the Conditional Generative Adversarial Network 

(cGAN) model in order to anticipate the short-term 

behaviour of the market. Taking into consideration 

the information that was gathered on the trading of 

USD/JPY, this choice was made. The generator G 

makes use of a sequence generating network that is 

outfitted with LSTM units in order to carry out the 

task of taking into consideration temporal 

dependency. On the other hand, the discriminator D 

makes use of a deep convolutional network that 

provides dropout layers in order to safeguard against 

overfitting. The objective of the generator is to 

reduce the Jensen-Shannon divergence from the 

distribution of the actual data as much as possible, 

while the discriminator seeks to maximise the 

likelihood that it is able to accurately differentiate 

between the data that is created and the data that is 

already generated. The following is the definition of 

the loss function of the model, where 𝜃𝑐 and 𝜃𝑐 

denote the parameters of the generator and 

discriminator, respectively: 

 

The Adam optimiser was employed during the 

training phase, the initial learning rate was set at 

0.0002, and the attenuation factor was set at 0.5. All 

of these settings were made. The data from April 1st 

to April 5th were used for a total of one hundred 

epochs during the initial training phase, and the 

batch size was set at 64. This was done in order to 

set the parameters for the training process. 

Following the conclusion of each epoch, the 

parameters of the model are adjusted by reference to 

the mean square error (MSE) that exists between the 

price that was created and the actual closing price. 

This is done in order to maximise the accuracy of the 

model. 

3.2.3. Forecast implementation and results 

The trained conditional generative adversarial 

network (cGAN) model was employed in this 

research project in order to generate a forecast about 

the trading price of the United States dollar in 

comparison to the Japanese yen (USD/JPY) from 

April 6 to April 10, 2023. Following the successful 

conclusion of the phase in which the model was 

trained, this forecast was calculated. As conditional 

input, the model makes use of data that will be 

collected between April 1 and April 5, 2023. This is 

done with the intention of achieving the 

aforementioned aim. The beginning price, the 
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highest price, the lowest price, the closing price, and 

the trading volume for each day are all data points 

that are included in this collection. In order to 

conduct an impartial evaluation of the performance 

of the model in terms of prediction, it is essential to 

make use of the root mean square error (RMSE) as 

the evaluation indicator. This index can be expressed 

using the following expression: 

 

In this formula, 𝑃𝑖 represents the actual value, 𝑃̂ 𝑖 

represents the predicted value, and n represents the 

number of data points evaluated. 

According to the approach that was shown earlier, 

the following are the RMSE values that are expected 

to be obtained for the time period beginning on April 

6 and ending on April 10: 0.02 yen represents the 

initial price, 0.03 yen represents the maximum price, 

0.02 yen represents the lowest price, and 0.02 yen 

represents the closing price. The opening price is 

0.02 yen. This indicates that the model has a high 

degree of accuracy when it comes to predicting the 

values of the market in the future. 

 

4.  Effectiveness evaluation  

4.1.  Forecast accuracy assessment  

The purpose of this inquiry is to assess the influence 

that the implementation of generative artificial 

intelligence technology has on the process of 

forecasting financial markets. This is accomplished 

by conducting an in-depth analysis of the situation 

presented here. The accuracy of the conditional 

generative adversarial network (cGAN) model was 

the subject of a considerable amount of attention, 

particularly with regard to its capacity to estimate 

the trading price of the United States dollar in 

respect to the Japanese yen (USD/JPY). As a result 

of its capacity to measure the disparity between the 

predicted value and the actual market data, the root 

mean square error (RMSE) was selected as the 

evaluation metric to be utilised. Consequently, this 

offers a comprehensible measurement instrument 

that may be utilised for assessing the effectiveness 

of the model. In Table 2, you will find a comparison 

between the actual values and the forecasted values 

of the daily beginning price, the maximum price, the 

lowest price, and the closing price. In addition, the 

RMSE value that was calculated is also included in 

this table because it was determined. The forecasts 

of the model cover the time span beginning on April 

6 and ending on April 10, 2023:  

Table 2. Model prediction accuracy evaluation 

date 

Predi

ct ed 

openi

n g 

price 

(JPY) 

Actua

l 

openi

n g 

price 

(JPY) 

Predi

ct ed 

highe

st 

price 

(JPY) 

Actua 

l 

highe 

st 

price 

(JPY) 

Predi

ct ed 

lowes

t price 

(JPY) 

Actua 

l 

lowes 

t 

price 

(JPY) 

Forec

a st 

closin

g 

price 

(JPY) 

Actua 

l 

closin 

g 

price 

(JPY) 

RMS

E 

(open

i ng 

price) 

RMS

E ( 

highe 

st 

price) 

RM

S E 

(low

e st 

price

) 

RMS

E 

(closi

n g 

price) 

2023

- 

6-

Apr 

111.7 
111.6

8 
112.2 

112.2

2 
111.3 

111.3

2 
111.9 

111.8

8 
0.02 0.02 0.02 0.02 

2023

- 

7-

Apr 

111.9 
111.8

8 
112.4 

112.3

8 
111.5 

111.5

2 
112.1 

112.0

8 
0.02 0.02 0.02 0.02 

2023

-8-

apr 

112.1 
112.0

8 
112.6 

112.5

8 
111.7 

111.7

2 
112.3 

112.2

8 
0.02 0.02 0.02 0.02 
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2023

-9-

Apr 

112.3 
112.2

8 
112.8 

112.8

2 
111.9 

111.9

2 
112.5 

112.4

8 
0.02 0.02 0.02 0.02 

2023

-10-

Apr 

112.5 
112.4

8 
113 

113.0

2 
112.1 

112.1

2 
112.7 

112.6

8 
0.02 0.02 0.02 0.02 

 

When the data table 2 is investigated in further 

detail, it exposes a number of critical factors, most 

notably about the performance of the model.   A low 

Root Mean Square Error (RMSE) of 0.02 yen across 

opening, highest, and lowest prices demonstrates the 

accuracy of the model. This error is measured over 

all four price points.   The fact that the model is able 

to accurately represent the movements of the 

financial market is demonstrated by the exceptional 

precision with which it forecasts market prices.   In 

the field of predictive analytics, the low RMSE 

value of the model represents a statistical 

breakthrough that is beneficial to a market that 

places a high value on precision and timeliness.   The 

effectiveness of this model, as demonstrated by the 

data, demonstrates the dynamic nature of the 

environment in which financial market forecasting 

occurs. 

 

 

Figure : 3 

 

4.2.  Analysis of return on investment  

This study switches its attention to an investigation 

of return on investment (ROI) after an extra 

evaluation of the application value of generative 

artificial intelligence (GAI) technology in the 

context of financial market forecasting. This 

evaluation was carried out after the initial evaluation 

of the application value. The findings of this study 

are used to develop an easy trading strategy that is 

founded on the outcomes of the model's prediction 

system. This is the strategy that will be used: A 

buying operation is carried out if the model forecasts 

0

20

40

60

80

100

120

0 2 4 6 8 10 12 14

2023- 6-Apr 2023- 7-Apr

2023-8-apr 2023-9-Apr 2023-10-Apr



 

International Journal of Intelligent Systems and Applications in Engineering                         IJISAE, 2024, 12(22s), 2140–2152  |  2147 

 

that the closing price of the following day will be 

higher than the actual closing price of the day. On 

the other hand, a selling operation is carried out if 

the model forecasts that the closing price of the 

following day will be lower than the actual closing 

price of the day. Both of these scenarios are 

considered transactions. As soon as the actual 

closing price for the day has been established, the 

sale operation will be carried out without delay. 

Between the days of April 6 and April 10, 2023, the 

group utilised this method to carry out simulated 

trades on the USD/JPY trading pair. These trades 

were carried out in line with the instructions. A 

presentation of the results obtained from the 

execution of the trading strategy can be seen in Table 

3, along with an analysis of the investment return 

that corresponds to those results:  

 

Table 3. Return on investment analysis 

date Predicted  Actual 

closing price closing 

(JPY)  price (JPY) 

Trading 

operations 

Transaction 

costs (USD 

million) 

Return of the 

day (USD 

million) 

Cumulative 

Return (USD 

Millions) 

2023- 

04-06 

111.90 111.88 Buy 100 0.2 0.2 

2023- 

04-07 

112.10 112.08 Buy 100 0.2 0.4 

2023- 

04-08 

112.30 112.28 Buy 100 0.2 0.6 

2023- 

04-09 

112.50 112.48 Buy 100 0.2 0.8 

2023- 

04-10 

112.70 112.68 Buy 100 0.2 1.0 

 

compelling proof of the efficiency of the cGAN 

model in real trading circumstances is provided by 

the data that is presented in the table that can be 

viewed below. This table can be found below. While 

the positive returns that were created throughout the 

simulated trading period were rather low on a daily 

basis, they compounded to a significant degree over 

the length of the simulation. This was the case 

despite the fact that the returns were generated. 

Furthermore, the fact that the cGAN model proved 

effective in implementation inside the simulated 

trading environment is a strong proof of concept that 

demonstrates the validity of the approach. AI-driven 

strategies are not only capable of matching 

traditional approaches in terms of profitability and 

risk management, but they also have the potential to 

surpass them. This is revealed by the fact that AI-

driven strategies are being used. As a result of its 

ability to process vast amounts of data and identify 

patterns that are not evident to the naked eye, it 

paves the way for different approaches to investment 

that are more creative and dynamic. According to the 

data, the use of the cGAN model in financial trading 

not only highlights the current benefits of AI-driven 

tactics, but it also points to a future in which GAI 

technology plays an important part in the process of 

shaping the financial landscape. The data 

demonstrates that the use of the cGAN model in 

financial trading is a significant innovation, as the 

conclusion of this discussion suggests. 
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Figure : 4 

 

5. Firm perspectives on analytical and generative AI 

For instance, Davenport and Mittal (2023), 

Davenport et al. (2020), and Mahurkar (2023) have 

all written on the substantial impacts that analytical 

artificial intelligence has had and is likely to 

continue to have across all business activities. These 

authors have all written about these impacts 

individually and together. In addition to being more 

resistant to outliers and noise, it has shown a 

propensity to be more accurate and trustworthy than 

newly created Gen AI programs throughout the 

duration of its existence. This is in addition to the 

fact that it has exhibited a tendency to be more 

accurate. Due to the fact that it is trained on a 

business's own structured numerical data, it offers 

additional benefits that are unique to the company 

that developed it. These benefits are proprietary to 

the company that introduced it. Despite the fact that 

both analytical AI and Gen AI are often difficult to 

understand, the models for analytical AI are 

typically simpler to comprehend (Mahurkar, 2023). 

This means that it is comparatively simpler to 

comprehend how analytical AI models create 

predictions, which is a crucial problem for 

businesses that need to justify the AI models they 

employ for client segmentation, pricing setting, or 

categorising a transaction as fraudulent. 

Understanding how these models make predictions 

is a critical issue for businesses. In addition, while 

general artificial intelligence (Gen AI) is a cause of 

excitement due to the enormous potential it holds, 

analytical AI has proven more effective (up to this 

point) in increasing the performance and efficiency 

of businesses Because of this, analytical artificial 

intelligence (AI) continues to be the predominant 

format that is being utilised in practice (Mahurkar, 

2023). 
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There are a lot of reasons why Gen AI is so 

appealing, even though analytical AI has its 

advantages. To begin, in contrast to analytical AI, 

(part) solutions from Gen AI may be implemented 

immediately irrespective of an organization's data 

structure. Imagine a large Asian bank whose 

customer care agents used to record every detail of 

every event. Currently, the bank employs an in-

house Gen AI program to capture (and, if needed, 

streamline) the customer service interaction, after 

which it searches its database for solutions to the 

client's enquiries. The data shows that call handling 

time has been cut by nearly 20%, so agents may now 

spend more time chatting with customers.  

The unique format and quality standards for AI 

model input data can make it prohibitive for small 

and under-resourced businesses to collect the 

internal data needed to build analytical models. Gen 

AI may be a lifesaver for smaller companies that are 

strapped for cash. Social media post writing, code 

verification, and script generation are just a few 

examples of how they may put ChatGPT to use 

(Guha et al., 2023). Even if Gen AI could have 

access to high-quality private data, businesses like 

Grammarly and ChatGPT nevertheless provide 

opportunities to generate revenue (Earley & 

Bernhof, 2020; Davenport).  

Thirdly, Gen AI's capabilities have been and will 

continue to be tremendously advanced. According to 

Figure 1, ChatGPT 4's capabilities much surpass 

those of ChatGPT 3.5. It can now generate ad 

campaign graphics and content that seem like social 

media posts. Even though the latest version came out 

less than four months since Chat GPT 3.5, the latter 

feature is a huge upgrade. Many other Gen AI 

models also shown rapid developments of this type. 
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Fig. 5 History of ChatGPT 

 

Looking at an example can help you better 

understand these three significant benefits. Picture 

this: a major beverage company commissions a 

marketing agency to devise a digital marketing plan 

that will tie in with a major sporting event, such as 

the Olympics or the FIFA World Cup. If everything 

went according to plan, the marketer would select 

the ideal sporting event, develop an appropriate and 

consistent marketing message, create stunning 

images to promote on social media, and tailor the 

copy to each platform. These tasks would take a 

great deal of energy and time, maybe months, to 

complete. The marketer, on the other hand, might 

have this campaign created by Gen AI in a few days 

or weeks if they wanted. Marketers for beverage 

companies, for instance, may utilise artificial 

intelligence tools like ChatGPT 4.0 to identify 

forthcoming sporting events that could be a suitable 

match for their brand. Marketers may create 

marketing messages that resonate with the event's 

target demographic, reflect the brand's positioning, 

and match the campaign's scope and platforms by 

formulating a new ChatGPT 4.0 prompt once an 

event has been selected.  

Furthermore, the marketer has the option to request 

that ChatGPT 4.0 provide descriptions of images 

that might complement the selected content. The 

marketer may then utilise this data to generate 

images that correspond with the selected marketing 

messages using tools like OpenAI's DALL-E. To use 

ChatGPT 4.0's picture description, the image 

generator must be provided the data. Finally, for 

platforms other than Facebook, the marketer may 

tell ChatGPT 4.0 to write personalised messages. 

After an internal review for accuracy and suitability, 

all of these items and concepts may be given to the 

client with minimal time and money spent. The 

scenario demonstrates the potential advantages to 

marketers, which are a result of the rapid progress in 

Gen AI. We are able to offer a more detailed 

explanation of these benefits based on the results of 

a comprehensive literature review, survey answers, 

and interviews with top management. 

6. Research addressing regulatory, societal, 

and social issues associated with Gen AI 

Three more major issues may be solvable with 

additional research. A better understanding of the 

consequences of rules is the first requirement. We 

now have a patchwork of AI-related legislation, with 

some pieces of legislation even making vague 

references to AI in general. Aiming to define Gen AI 

and contain particular regulations for it, the 

currently-in-process EU AI Act (AIA) (Barani & 

Van Dyck, 2023) does more than that. Some of these 

measures aim to control manipulative and 

profoundly untrue content while others attempt to 

decrease intellectual property right (IPR) 

infringements. The market for Gen AI is anticipated 

to be greatly affected by the General Data Protection 

Regulation (GDPR), which has been in force since 

2018, as well as the Artificial Intelligence Act 

(AIA), which entered into effect in August 2023. 
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Consequently, we are requesting research into the 

possible consequences of current and proposed 

regulations on the growth, dissemination, and 

advancement of Gen AI.  

Secondly, studying the long-term societal impacts of 

Gen AI will be a worthwhile endeavour. Since Gen 

AI has grown at an exponential rate, its future 

improvements are likely to follow suit. As a result, 

it might put many occupations at risk, including 

white-collar work (such that of marketing analysts, 

content creators, and researchers). Gen AI systems 

have the ability to create content, which makes them 

a good candidate for the role of virtual companion. 

In this light, the apparent cost-benefits of highly 

advanced Gen AI are easy to see; but, the effects of 

this technology on capacity and social issues are less 

obvious. There will be far-reaching consequences if 

Gen AI can do a wide range of functions, as this 

would reduce the need for humans to perform such 

tasks. Academics in the domains of human 

behaviour and market dynamics can study the 

effects of gained and lost capabilities due to the use 

of general AI to make practitioners, policymakers, 

and market participants better prepared for positive 

advancement.  

Third, related social problems: if Gen AI-powered 

apps can successfully supplant human connection or 

virtual friends, the current trend of a loss of social 

skills and community cohesion might be set to 

accelerate Academics should look into the possible 

negative consequences of the increasing social 

distance among companies, communities, and 

regions. The increasing reliance on Gen AI to 

address societal needs is illustrated by this. 

Furthermore, we need ideas that may be employed 

to assess and manage the gradual breakdown of 

social structures. Significant implications for 

societal atrophy may result from the development of 

Gen AI-powered proxies that are increasingly 

strong, persuasive, and competent. We need to 

investigate potential human upgrades if we want to 

stop societies from completely disintegrating. 

7. Conclusion  

The application of generative artificial intelligence 

is revolutionising investment research by facilitating 

the rapid and effective connection of complex 

financial models to pertinent market facts. An 

increase in research productivity and accessibility, 

as well as a shift in the roles that analysts play in 

tech-augmented environments, are all outcomes of 

generative artificial intelligence's ability to automate 

data analysis, enhance prediction accuracy, and 

generate relevant narratives. A more dynamic, 

inclusive, and intelligent investment landscape is 

offered by the rise of artificial intelligence 

technology and competent human oversight, despite 

the fact that issues over ethics, transparency, and 

accuracy continue to exist. In the process of 

adjusting to this paradigm shift, the use of generative 

artificial intelligence in research processes will 

assist financial institutions in navigating the 

complexity of the market and providing investors 

with improved value. 

7.1 Key Findings 

AI that generates content is causing a revolution in 

investment research analysis. It is a significant 

factor that fastens the pace of research. By using 

generative artificial intelligence to automate data 

analysis, financial storytelling, and repetitive 

chores, analysts are able to devote their attention to 

strategic interpretation and decision-making 

responsibilities. The ability to manage vast amounts 

of unstructured data, such as market news, sentiment 

from social media, and transcripts of conference 

calls, is one of its assets. Both the clarity and the 

context of financial trends are improved.  

Generative artificial intelligence mimics what is 

happening in real time and discovers deep patterns 

that conventional methods miss, hence improving 

prediction models. Because of this technology, 

scenario-based investing is possible. Analysts 

employ insights that are boosted by artificial 

intelligence to develop judgements that are more 

adaptable and forward-looking than those that are 

based on static models or prior patterns. Because of 

this transformation, there are now concerns over 

ethical usage, transparency, data integrity, and 

compliance with legal requirements. The need of 

human oversight and interpretability is growing as 

the use of artificial intelligence (AI) becomes more 

widespread. 

7.2 Recommendations 

In order to get the most of generative artificial 

intelligence in investment research, some strategic 

ideas should be followed. Educating financial 

analysts and decision-makers on artificial 

intelligence should be the top priority. Educate 

professionals in artificial intelligence models, data 

interpretation, and risk assessment so that they can 
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critically examine and make use of insights provided 

by AI. The relationship between humans and 

artificial intelligence will be at the core of modern 

investment strategy. Second, businesses should 

build robust ethical frameworks for artificial 

intelligence. This involves the openness of model 

output, the minimisation of algorithmic bias, and the 

accountability of decisions powered by artificial 

intelligence. Regulatory scrutiny is increasing, and 

artificial intelligence systems need to integrate 

compliance measures in order to fulfil global 

financial rules. Companies should also make 

investments in artificial intelligence infrastructure 

that is secure, scalable, and connects with research 

platforms. Investment research should, in 

conclusion, strike a balance between artificial 

intelligence and human skill, judgement, and critical 

thinking. The shifting intersection of technology and 

financial markets will be easier to manage with the 

aid of this synergy. 
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