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Abstract: The Continuous Stirred Tank Reactor (CSTR) is a widely studied system in the field of process control due to its 

nonlinear and time-varying behavior. Characterized by second-order nonlinear dynamics, it poses significant challenges in 

maintaining system stability and performance under varying operating conditions. Owing to these complexities, the CSTR is 

frequently employed as a benchmark model for evaluating the efficacy of modern control techniques. In this research, a 

condition-based Super-Twisting Sliding Mode Controller (STSMC) is developed to enhance the robust- ness and accuracy 

of the control system. The controller is specifically designed to handle the nonlinearities and external disturbances inherent 

to the CSTR process. A comprehensive stability analysis of the proposed control scheme is carried out using Lyapunov 

stability theory, ensuring that the system trajectories remain bounded and converge to the desired equilibrium. To further 

improve the control performance, the gains of the STSMC are optimally tuned using an Improved Grey Wolf Optimization 

(IGWO) algorithm. This metaheuristic optimization technique is employed to achieve faster convergence, better tracking 

performance, and reduced steady-state error. The complete control architecture is then implemented and validated on a 

Delfino C2000 digital controller to evaluate its real-time performance. Experimental results confirm the practical applicability 

and effectiveness of the proposed method in achieving stable and robust control of the CSTR system.  

Index Terms—CSTR: sliding mode control: optimization: Lyapunov method: IGWO 

 

1. Introduction 

The chemical industry plays a vital role in the national 

economy, with the Continuous Stirred Tank Reactor serving 

as a core component in facilitating chemical reactions. Due 

to its inherently complex, time-varying, and nonlinear 

behavior, the CSTR presents considerable challenges for 

process control. As a result, research focused on the 

advanced control of CSTRs holds significant importance for 

both theoretical development and practical applications in 

control engineering. A variety of control strategies have 

been employed to regulate the CSTR, including PID control, 

fuzzy logic control, and adaptive control techniques. 

However, these conventional methods often suffer from no- 

table limitations such as suboptimal performance, increased 

design complexity, and reliance on human intervention for 

implementation and tuning. In contrast to traditional control 

methods, Sliding Mode Control is recognized for its 

inherent robustness. Once the system reaches the sliding 

surface, the closed-loop response becomes completely 

insensitive to a specific class of uncertainties referred to as 

matched uncertainties which are associated with 

disturbances that directly affect the control input channels. 

The field of SMC has evolved significantly, with various 

extensions including quasi-sliding mode control [1], 

reaching-law-based sliding mode control [2], sliding mode 

control for discrete-time systems [3], terminal sliding mode 

control [4, 5, 6], and integral sliding mode control [7]. The 

sliding mode control paradigm is applicable to both linear 

and nonlinear systems, as well as to systems with certainty 

and uncertainty. Its adaptability has led to a growing number 

of real-world implementations across various fields, 

including robotic control [8], control design for androgen 

suppression therapy [9], and nonlinear control of Hepatitis 

C virus dynamics [10]. A fundamental advantage of the 

sliding mode control approach lies in its capacity to define 

the desired system behavior through the selection of an 

appropriate switching function. Once this function is 

established, a corresponding control law must be formulated 

to ensure the existence of sliding motion—that is, to 

guarantee that the system’s states or outputs converge 

toward and remain on the defined dynamics. For instance, 

in [11], terminal sliding mode control is applied to handle 

uncertainties within the system. In sliding mode control, the 

process of defining system behavior through the selection of 

a suitable sliding surface is referred to as solving the 
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existence problem. Once the surface is defined, the 

reachability problem involves designing a control law that 

ensures the system states reach and stay on this surface, 

thereby maintaining the desired dynamics. For systems 

characterized by time- varying and highly nonlinear 

dynamics such as chemical reactors sliding mode control 

offers a compelling solution due to its robustness against 

parameter variations and model uncertainties. This 

robustness reduces the need for precise system identification 

during the design phase. Additionally, the method is capable 

of delivering fast dynamic response [12]. To address 

external disturbances and parameter un- certainties in 

dynamic systems, various control strategies have been 

proposed [13, 14, 15] to enhance robustness and 

performance. Among these, the Disturbance Observer (DO) 

has gained popularity in servo control system design [16] 

due to its straightforward structure and its effectiveness in 

improving tracking accuracy. Both linear and nonlinear 

formulations of disturbance observers have been explored, 

with Nonlinear Disturbance Observers (NDOs) 

demonstrating superior performance in many cases. 

Common types of NDOs include fuzzy-based [17], sliding 

mode [18], and neural network-based observers [19]. In 

[20], a disturbance observer was developed specifically for 

a robotic manipulator, achieving accurate disturbance 

estimation and significantly reducing its influence on 

system performance, in this work, a condition-based Super-

Twisting Sliding Mode Control (STSMC) approach is 

applied to the CSTR system to enhance its robustness and 

tracking performance under nonlinear dynamics and 

external disturbances. This control technique offers the 

advantages of reduced chattering, improved convergence 

speed, and strong robustness without requiring exact system 

models. The proposed method dynamically adjusts control 

actions based on system conditions, making it suitable for 

real-time industrial applications. Key contributions of this 

research include the integration of STSMC with an 

improved gain-tuning mechanism, stability validation 

through Lau theory, and real-time implementation on a 

Delfino C2000 controller, demonstrating practical 

feasibility and high performance in controlling complex 

chemical processes. 

 

II. CSTR MODEL ANALYSIS  

This study considers a Continuous Stirred Tank Reactor 

(CSTR) with a cooling jacket. It is assumed that the reactor 

has a constant volume V , and that unreacted material enters 

the reactor at a feed temperature Tf , concentration CAf , 

density ρ, and flow rate q. Inside the reactor, a first-order, 

exothermic, and irreversible chemical reaction of the form 

A → B + ∆H takes place. 

Following the reaction, the outlet stream has a 

temperature T , concentration CA, and maintains the 

same flow rate q. The cooling jacket contains a coolant at 

temperature Tc, with a corresponding flow rate qc. The flow 

rate of the coolant qc is treated as the control input. The 

concentration CA and temperature T of the reactor are 

considered the system’s state variables. 

Control of the reactant concentration CA and reactor 

temperature T is achieved by adjusting the flow rate q. 

The following assumptions are made for modeling purposes 

[ref25]: 

1) The total volume of material inside the reactor re- 

mains constant before and after the reaction. 

2) The reactor contents are perfectly mixed. 

3) The reacting material maintains constant density 

and physical properties. 

Based on the principles of mass and energy conservation, 

the dynamic behavior of the CSTR can be described by the 

following set of differential equations: 

 

𝐶𝐴 =
𝑞

𝑉
(𝐶𝐴𝑓 − 𝐶𝐴) − 𝑘0𝐶

𝐴𝑒−𝐸/𝑅𝑇 (1) 

 

𝑇 =
𝑞

𝑉
(𝑇𝑓 − 𝑇) +

(−∆𝐻)

𝜌𝐶𝑝
𝑘0𝐶

𝐴𝑒
−

𝐸
𝑅𝑇

+
𝑈𝐴

𝜌𝑉𝐶𝑃
(𝑇𝑐 − 𝑇) (1) 

Here, k0 is the pre-exponential factor, E represents the 

activation energy, R is the universal gas constant, and T 

is the reactor temperature. Cp denotes the specific heat, 

ρ is the density of the reacting mixture, and ∆H is the 

reaction enthalpy change. U and A represent the heat 

transfer coefficient and the heat transfer area, respectively. 

Tc is the temperature of the coolant in the jacket. 

To facilitate controller design, the model in eq. (2) is 

reformulated using an appropriate change of variables. To 

simplify the CSTR model for control purposes, a set of 

dimensionless variables is introduced: 

𝑎 =
𝑞

𝑉
,   𝑏 =

𝑈𝐴

𝜌𝑉𝐶𝑝
,  𝛾 =

𝐸

𝑅𝑇𝑓0
 

 

𝛽 =
∆𝐻𝐶𝐴𝑓

𝐶𝑝𝑇𝑓0𝜌
, 𝐷𝑎 = 𝑘0 exp(−𝛾), 𝑥1 =

𝐶𝐴𝑓−𝐶𝐴

𝐶𝐴𝑓
, 

 

𝑥2 =
(𝑇−𝑇𝑓0)𝛾

𝑇𝑓0
, 𝑢 =

𝛾(𝑇𝑐−𝑇𝑓0)

𝑇𝑓0
, 𝑑 =

𝑇𝑓−𝑇𝑓0

𝑇𝑓0
, 

Using these normalized variables, the nonlinear dynamic 

model of the CSTR is transformed into the following state- 

space form: 

𝑥1 = −𝑎𝑥1 + 𝐷𝑎(1 − 𝑥1)𝑒
𝑥2
𝛾+𝑥2  (2) 

 

𝑥2 = −𝑎𝑥2 − 𝑏𝐷𝑎(1 − 𝑥1)𝑒
𝑥2
𝛾+𝑥2+𝛽(𝑢 − 𝑥2) + 𝑑 (3) 

 

𝑦 = 𝑥2   (4) 

 

In practical applications, the state variable x2, which 

represents the normalized reactor temperature, is 

commonly used as the primary output for performance 

evaluation and control. 
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III. CONTROLLER DESIGN 

This study focuses on the design and implementation of 

three nonlinear control strategies for the Continuous Stirred 

Tank Reactor (CSTR): Sliding Mode Control (SMC), and 

Condition-Based Super-Twisting Sliding Mode Control 

(CBSTSMC). These controllers are specifically developed 

to regulate the temperature of the reactor, represented by the 

state variable x2, with the following key objectives: 

• Ensuring precise control of reactor temperature 

x2 

under nonlinear and time-varying conditions. 

• Improving system robustness against parameter 

uncertainties and external disturbances. 

• Reducing steady-state error and enhancing 

transient response during load and input variations. 

• Minimizing chattering effects through the use of 

high- order sliding mode techniques. 

• Guaranteeing global system stability and 

validating controller performance in real-time on 

embedded hardware. 

•  

A. Conditioned based Supertwisting Sliding Mode Control 

 

The Condition-Based Super-Twisting Sliding Mode Control 

(CBSTSMC) distinguishes itself from conventional control 

methods by dynamically adapting its control actions based 

on the system’s operating conditions. This adaptive 

behavior effectively mitigates the wind-up phenomenon 

typically caused by actuator saturation. As a result, 

CBSTSMC maintains the benefits of traditional control 

strategies, such as robustness and stability, while 

significantly reducing the adverse effects associated with 

control signal saturation [21]. The error term is defined as 

 

𝑒 = 𝑥2 − 𝑥𝑑  (5) 

Taking the time derivative yields: 

𝑒̇ = 𝑥̇2 − 𝑥̇𝑑  (6) 

To regulate the reactor temperature x2 in the CSTR system, 

the sliding surface is formulated to ensure convergence of 

the tracking error e. This sliding surface helps guide the 

system’s state toward the desired trajectory and is defined 

as: 

𝑆 = 𝑒 + 𝑏(∫ 𝑒 𝑑𝑡)𝑎𝑡

0
  (7) 

 

In this expression, b and a are positive design constants that 

influence the speed and smoothness of convergence. The 

exponent a is typically chosen based on control 

performance requirements. 

Taking the time derivative of the sliding surface in eq. 

(7), we obtain: 

 

𝑆̇ = 𝑒̇ + 𝑏𝑎𝑒(∫ 𝑒 𝑑𝑡)𝑎−1𝑡

0
  (8) 

 

To further develop the control strategy, we substitute the 

expression for e˙, into eq. (8). Using the nonlinear dynamics 

of the CSTR system for ẋ 2 , the sliding surface derivative 

becomes: 

 

𝑆̇ = [−𝑎𝑥2 − 𝑏𝐷𝑎(1 − 𝑥1) exp (
𝑥2

𝛾+𝑥2
) + 𝛽(𝑢 − 𝑥2) +

𝑑 − 𝑥̇𝑑] + 𝑏𝑎𝑒(∫ 𝑒 𝑑𝑡
𝑡

0
)𝑎−1   (9) 

 

To analyze the stability of the proposed control system, 

the following Lyapunov candidate function is selected. 

 

𝑉 =
1

2
𝑆2   (10) 

 

Taking the time derivative of the Lyapunov function defined 

 
 

𝑉̇ = 𝑆𝑆̇   (11) 

 

Substituting the expression for S  ̇ from eq. (9) into the 

Lyapunov derivative in eq. (11), we obtain: 

 

𝑉̇ = 𝑆[−𝑎𝑥2 − 𝑏𝐷𝑎(1 − 𝑥1)exp (
𝑥2

𝛾+𝑥2
) + 𝛽(𝑢 − 𝑥2) +

𝑑 − 𝑥̇𝑑] + 𝑏𝑎𝑒(∫ 𝑒 𝑑𝑡
𝑡

0
)𝑎−1   (12) 

 

For the system to be stable, the time derivative of the 

Lyapunov function V˙ must be negative definite. To ensure 

V˙ ≤ 0, we impose the following constraint: 

 

−𝑘|𝑆|𝛽 𝑠𝑖𝑔𝑛(𝑆) − 𝑣 = [−𝑎𝑥2 − 𝑏𝐷𝑎(1 −

𝑥1) exp (
𝑥2

𝛾+𝑥2
) + 𝛽(𝑢 − 𝑥2) + 𝑑 − 𝑥̇𝑑] + 𝑏𝑎𝑒(∫ 𝑒 𝑑𝑡

𝑡

0
)𝑎−1

      (13) 

The switching function is a key element in ensuring the 

reachability condition and maintaining the system trajectory 

on the sliding surface. It is represented on the left-hand side 

of eq. (13), and includes the design parameters k > 0 and 

β ∈ (0, 1), which determine the rate of convergence. 

To generate the auxiliary term v, the following differential 

equation is integrated: 

 

𝑉̇ = 𝑚 𝑠𝑖𝑔𝑛(𝑣 − 𝑢𝑠𝑎𝑡)  (14) 

 

The saturation function usat limits the control signal 

within a boundary defined by a positive constant Q, which 

is derived from the design parameter m. The function is 

defined as: 

 

 

in eq. (10), we obtain: 
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𝑢𝑠𝑎𝑡  =     u,  if |u|≤Q  (15) 

   Q sign(u) if |u|>Q   

 
 

By substituting the constraints from eqs. (12) - (15) into 

the Lyapunov derivative expression in eq. (11), the 

following result is obtained: 

 

𝑉̇ =  −𝑘|𝑠|𝛼𝑠𝑖𝑔𝑛(𝑆) − 𝑣  (16) 

 

The Lyapunov function derivative is given by: 

𝑉̇ = −𝑘||𝑆||2 − 𝑣 ≤ 0                      (17) 

This expression demonstrates that the proposed controller 

ensures system stability by rendering the Lyapunov function 

derivative negative definite. By solving eq. (13), the 

following control input is obtained: 

𝑢 =
1

𝛽
[−𝑘|𝑆|𝛽𝑆𝑖𝑔𝑛(𝑆) − 𝑣 + 𝑎𝑥2 + 𝑏𝐷𝑎(1 −

𝑥1) exp (
𝑥2

𝛾+𝑥2
) − 𝑑 + 𝑥̇𝑑 − 𝑏𝑎𝑒 (∫ 𝑒 𝑑𝑡)𝑎−1𝑡

0
] + 𝑥2      (18) 

The proposed control signals gradually stabilize the sys- tem 

while mitigating the wind-up phenomenon commonly 

observed in conventional super-twisting algorithm (STA)- 

based controllers. Furthermore, they demonstrate strong 

robustness and adaptability by effectively compensating for 

external disturbances, as illustrated in Fig. 2. 

 

IV. IMPROVED GREY WOLF OPTIMIZATION 

The Grey Wolf Optimization (GWO) algorithm is a bio- 

inspired optimization technique modeled after the social 

hierarchy and hunting strategy of grey wolves [22]. An 

improved variant, referred to as Improved Grey Wolf 

Optimization (I-GWO), was introduced in [23] to enhance 

the algorithm’s exploration and convergence capabilities. 

This enhancement integrates chaotic mapping and a 

dynamic search mechanism to more effectively balance 

global exploration and local exploitation, resulting in 

superior optimization performance. In this work, the I-

GWO algorithm is applied to tune the parameters of the 

proposed controller by minimizing a performance-based 

objective function. The algorithm utilizes four types of 

search agents, alpha, beta, delta, and omega, representing 

potential solutions. These agents update their positions 

iteratively according to their roles within the pack’s 

hierarchy, collectively guiding the search toward the global 

optimum. 

The optimization goal is to minimize the control error, evaluated 

using the Integral of Time-weighted Absolute Error (ITAE) 

criterion. This ensures that the controller achieves improved 

response characteristics in both transient and steady-state 

conditions. 

𝑚𝑖𝑛𝐹𝑖(𝑠) = 𝑚𝑖𝑛 ∫ |𝑠𝑖(𝑒𝑖𝑡
)| 𝑑𝑡  (19) 

The cost function Fi(s) is used to evaluate the performance 

of candidate controller parameters for the CSTR system, 

where i represents different control objectives or states 

(e.g., concentration or temperature). Minimizing this cost 

function is the primary goal of the optimization process. In 

the Improved Grey Wolf Optimization (I-GWO) algorithm, 

the alpha wolf represents the best solution found so far 

and leads the search toward minimizing the cost. The 

beta and delta wolves follow as the second and third 

best solutions, assisting in refining the search direction. 

The omega wolf performs random exploration, introducing 

diversity to avoid premature convergence and to uncover 

potential better solutions. 

This iterative search process continues until a defined 

stopping criterion is met, such as reaching a maximum 

number of iterations or achieving a sufficiently low error 

value. The search process concludes either upon reaching 

the maximum number of iterations or when the cost func- 

tion falls below a predefined threshold. The final solution 

is selected based on the search agent with the lowest 

cost value, which corresponds to the most optimal set of 

controller parameters identified by the algorithm. 

Table I presents the controller gain values obtained for 

each method. The objective of applying the Improved Grey 

Wolf Optimization (I-GWO) algorithm in this study is to 

determine the optimal controller gains that enhance system 

performance by minimizing the defined cost function. 

 

TABLE I: Optimized gain values for the CBSTSMC con- troller 

 

Symbol Value 

k 4000 

a 790 

b 10 

m 0.5 

β 0.8 

 

 

 

 

Fig. 1: Optimized Controller Gains 
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V. SIMULATION AND RESULTS 

The effectiveness of the proposed control approach 

is validated through simulations conducted in MAT- 

LAB/Simulink. The CSTR dynamics are governed by 

Equation (2), with the system parameters set as: a = 

1.0, γ = 0.3, ∆H = 20, b = 8, and Da = 0.072. 

For the simulation, the initial condition for the 

concentration is x1(0) = 0.5, and the initial reactor 

temperature is x2(0) = 3. The desired output reference is 

set to xd = 4. 

In this analysis, the performance of the proposed 

controller is compared with that of the classical Sliding 

Mode Controller (SMC). To evaluate the performance of 

the proposed CBSTSMC controller, a disturbance input 

was applied to the system. The disturbance profile is 

illustrated in Fig. 2, where a time-varying sinusoidal signal 

was introduced to test the controller’s robustness. 

 

 

 

Fig. 2: Disturbance 

 

Fig. 3: Comparison of reactor temperature response be- 

tween the conventional SMC controller and the proposed 

CBSTSMC system under disturbance conditions. 

The reactor temperature responses under disturbance 

conditions are compared in Fig. 3. This figure highlights 

the difference between the conventional Sliding Mode 

Controller (SMC) and the proposed Condition-Based 

Super- Twisting Sliding Mode Controller (CBSTSMC). 

The CB- STSMC demonstrates faster settling, reduced 

overshoot, and improved tracking accuracy despite the 

presence of disturbances. To further assess the behavior of 

the proposed 

 

Fig. 4: Comparison of reactor temperature response be- 

tween the conventional SMC controller and the proposed 

CBSTSMC system under disturbance-free conditions. 

 

Fig. 5: Error Terms 

controller in ideal operating conditions, a disturbance-free 

simulation was conducted. The results are shown in Fig. 4, 

where the temperature responses of both the conventional 

SMC and the proposed CBSTSMC are compared. As 

illustrated, both controllers successfully track the reference 

temperature. However, the CBSTSMC achieves quicker 

convergence with significantly less overshoot and no 

steady- state error. This demonstrates its superior 

performance even in the absence of external disturbances, 

confirming its effectiveness for precise temperature 

regulation in nonlinear 

 

TABLE II: Performance comparison between SMC and 

CBSTSMC controllers 

Performance Metric SMC CBSTSMC 

Rise Time (s) 1.8 0.9 

Settling Time (s) 2.6 1.4 

Overshoot (%) 12.5 2.3 

Steady-State Error 0.04 0 

Robustness to Disturbance Medium Very High 

Chattering High Very Low 

 

systems like the CSTR. To further assess the accuracy of 

the control strategies, the tracking error between the system 

output and the reference signal was analyzed. Fig. 5 
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illustrates the error profiles of both the conventional SMC 

and the proposed CBSTSMC controllers. As shown in Fig. 

5, the CBSTSMC controller achieves faster error 

convergence and maintains a lower steady-state error 

compared to the SMC. This confirms the superior tracking 

performance and precision of the proposed method in 

minimizing control error during system operation. 

VI. CONTROLLER IN LOOP 

Control systems engineering employs the Controller-in- 

the-Loop (CIL) technique as a vital approach for testing and 

validating control algorithms. This method integrates actual 

control hardware with a simulated process model, forming a 

real-time closed-loop environment that closely replicates 

practical operating conditions. CIL testing is a widely 

adopted method for the thorough evaluation and validation 

of control systems [24]. In a standard control setup, two 

main components are involved: the plant (or system to be 

controlled) and the controller implemented on digital 

hardware. In a CIL configuration, the control algorithm is 

executed on real embedded hardware, while the plant is 

represented by a simulated model within a high- fidelity 

virtual environment [25]. 

Integrating control algorithms with simulation platforms 

such as MATLAB/Simulink provides a practical 

implementation of CIL testing. This integration enables 

accurate reference tracking and verifies the controller’s 

compatibility with the system’s simulated dynamics. The 

CIL setup allows for real-time performance evaluation, 

ensuring the robustness and effectiveness of the control 

strategy under realistic operating conditions. 

The experimental setup includes configuration of 

simulation parameters such as sampling time, controller 

logic, and communication protocols to ensure reliable and 

reproducible system behavior. The CIL result of the system 

is shown in the Fig. 6 

 

VII. CONCLUSION 

This study presented a robust nonlinear control strategy 

for regulating the temperature of a Continuous Stirred Tank 

Reactor (CSTR) using a Condition-Based Super- Twisting 

Sliding Mode Controller (CBSTSMC). The pro- posed 

approach integrates the advantages of higher-order 

 
 

Fig. 6: CIL Results 

sliding mode control with adaptive gain selection, 

enhancing robustness against model uncertainties and 

external disturbances while minimizing chattering. To 

ensure optimal performance, controller gains were tuned 

using the Improved Grey Wolf Optimization (I-GWO) 

algorithm. The optimization was guided by the ITAE 

performance index, leading to enhanced transient and 

steady-state behavior. Simulation results under both 

disturbance-free and disturbance scenarios demonstrated 

that CBSTSMC outperformed the conventional Sliding 

Mode Controller (SMC) in terms of convergence speed, 

overshoot reduction, and tracking accuracy. The controller 

was further validated through Controller-in-the-Loop (CIL) 

implementation on Delfino hardware, confirming its real-

time feasibility. Overall, the CBSTSMC strategy proves to 

be a highly effective and reliable solution for nonlinear 

process control in industrial applications. 

A. Future Work 

Future work may focus on extending the proposed 

CBSTSMC approach to multi-input multi-output (MIMO) 

CSTR systems and integrating advanced disturbance 

observers for improved rejection performance. 

Additionally, hardware implementation using FPGA 

platforms or other real-time embedded systems could be 

explored for higher- speed processing. Incorporating 

machine learning techniques for online adaptation of 

control parameters may further enhance the controller’s 

adaptability and robustness in highly dynamic 

environments. 

References 

[1] Axaykumar Mehta and Bijnan Bandyopadhyay. 

“Emerging trends in sliding mode control”. In: 

Stud- ies in Systems, Decision and Control 318 

(2021). 

[2] Jean-Jacques Slotine and S Shankar Sastry. 

“Track- ing control of non-linear systems using 

sliding sur- faces, with application to robot 

manipulators”. In: International journal of 

control 38.2 (1983), pp. 465– 

492. 

[3] Qingdong Sun, Junchao Ren, and Feng Zhao. 

“Slid- ing mode control of discrete-time interval 

type-2 fuzzy Markov jump systems with the 

preview target signal”. In: Applied Mathematics 

and Computation 435 (2022), p. 127479. 

[4] Satarupa Majumder and Sohom Chakrabarty. 

“On Monotonic Convergence of Relative Degree 

Two Discrete Time Switching Reaching Law”. 

In: 2024 17th International Workshop on 

Variable Structure Systems (VSS). IEEE. 2024, 

pp. 57–62. 

[5] Kamal Rsetam, Zhenwei Cao, and Zhihong Man. 

“Design of robust terminal sliding mode control 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2025, 13(1), 225–232  |  231 

for underactuated flexible joint robot”. In: IEEE 

Trans- actions on Systems, Man, and Cybernetics: 

Systems 

52.7 (2021), pp. 4272–4285. 

[6] Thanh Nguyen Truong, Anh Tuan Vo, and 

Hee- Jun Kang. “An adaptive terminal sliding 

mode con- trol scheme via neural network 

approach for path- following control of uncertain 

nonlinear systems”. In: International Journal of 

Control, Automation and Systems 20.6 (2022), 

pp. 2081–2096. 

[7] Zahra Mokhtare et al. “Design of an LMI-based 

fuzzy fast terminal sliding mode control approach 

for uncertain MIMO systems”. In: Mathematics 

10.8 (2022), p. 1236. 

[8] Atif Rehman et al. “Advance Optimized 

Nonlinear Control Strategies for Manage Pressure 

Drilling”. In: IEEE Access (2024). 

[9] Atif Rehman, Iftikhar Ahmad, and Absaar Ul Jab- 

bar. “IGWO based robust nonlinear control design 

for androgen suppression therapy in prostate 

tumor patients”. In: Biomedical Signal Processing 

and Con- trol 97 (2024), p. 106729. 

[10] Iftikhar Ahmad and Hammad Iqbal Sherazi. “En- 

hancing antiviral therapies through nonlinear 

control of Hepatitis C virus dynamics”. In: 

Biomedical Sig- nal Processing and Control 97 

(2024), p. 106727. 

[11] Shabab Saleem et al. “Artificial intelligence based 

robust nonlinear controllers optimized by 

improved gray wolf optimization algorithm for 

plug-in hybrid electric vehicles in grid to vehicle 

applications”. In: Journal of Energy Storage 75 

(2024), p. 109332. 

[12] Syed Hassan Ahmed and Iftikhar Ahmad. 

“Optimal wireless power transfer to hybrid energy 

storage system for electric vehicles: A 

comparative analysis of machine learning-based 

model-free controllers”. In: Journal of Energy 

Storage 75 (2024), p. 109534. 

[13] Syed Hassan Ahmed, Atif Rehman, and Iftikhar 

Ahmad. “A Novel Approach to Nonlinear Control 

in Tuberculosis Transmission Dynamics”. In: 

2023 2nd International Conference on Emerging 

Trends in Electrical, Control, and 

Telecommunication Engi- neering (ETECTE). 

IEEE. 2023, pp. 1–8. 

[14] P Kalaivani and C Sheeba Joice. “Design and 

modelling of a neural network-based energy man- 

agement system for solar PV, fuel cell, battery 

and ultracapacitor-based hybrid electric vehicle”. 

In: Electrical Engineering 106.1 (2024), pp. 689–

709. 

[15] Atif Rehman et al. “Optimized Nonlinear Control 

Approaches for Effective Bone Cancer 

Treatment”. In: 2024 3rd International 

Conference on Emerging Trends in Electrical, 

Control, and Telecommunica- tion Engineering 

(ETECTE). IEEE. 2024, pp. 1–7. 

[16] Yangyang Cui et al. “Velocity-tracking control 

based on refined disturbance observer for gimbal 

servo system with multiple disturbances”. In: 

IEEE Trans- actions on Industrial Electronics 

69.10 (2021), pp. 10311–10321. 

[17] Bibi Tabassam Gul et al. “Adaptive neuro-fuzzy 

inference system and barrier function based 

nonlinear control of three phase grid-connected 

fast charging station for bidirectional power 

flow”. In: Journal of Energy Storage 109 (2025), 

p. 114998. 

[18] Bibi Tabassam Gul et al. “Optimized barrier- 

condition nonlinear control of wireless charger-

based hybrid electric vehicle”. In: Journal of 

Energy Stor- age 97 (2024), p. 112705. 

[19] Omar Zeb, Bibi Tabassam Gul, and Iftikhar 

Ahmad. “ANN-based optimized robust nonlinear 

MPPT al- gorithm for bidirectional quadratic 

converter in a PV system”. In: 2023 2nd 

International Confer- ence on Emerging Trends in 

Electrical, Control, and Telecommunication 

Engineering (ETECTE). IEEE. 2023, pp. 1–11. 

[20] Ce´sar Alejandro Cha´vez-Olivares, Marco 

Octavio Mendoza-Gutie´rrez, and Isela Bonilla-

Gutie´rrez. “A nonlinear disturbance observer for 

robotic manip- ulators without velocity and 

acceleration measure- ments”. In: Journal of the 

Brazilian Society of Me- chanical Sciences and 

Engineering 45.12 (2023), p. 639. 

[21] Rimsha Ghias, Ammar Hasan, and Iftikhar 

Ahmad. “Artificial neural network based 

conditional con- trollers with saturated action for 

multi-renewable hybrid alternating or direct 

current microgrids in islanded and grid-connected 

modes”. In: Journal of Energy Storage 94 (2024), 

p. 112139. ISSN: 2352- 152X. 

[22] Rimsha Ghias et al. “Optimized Nonlinear 

Control Strategies for Hybrid Electric Vehicles 

Integrating Photoelectrochemical and 

Photovoltaic Cells with Fuel Cells, Batteries, and 

Supercapacitors”. In: 2024 3rd International 

Conference on Emerging Trends in Electrical, 

Control, and Telecommunication En- gineering 

(ETECTE). IEEE. 2024, pp. 1–7. 

[23] Atif Rehman, Syed Hassan Ahmed, and Iftikhar 

Ahmad. “Optimized nonlinear robust controller 

along with model-parameter estimation for blood 

glucose regulation in type-1 diabetes”. In: ISA 

transactions 160 (2025), pp. 163–174. 

[24] Omar Zeb, Bibi Tabassam Gul, and Iftikhar 

Ahmad. “Nonlinear mppt algorithm for pv system 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2025, 13(1), 225–232  |  232 

using a condition based supertwisting sliding 

mode control and artificial neural networks”. In: 

2023 20th Inter- national Bhurban Conference on 

Applied Sciences and Technology (IBCAST). 

IEEE. 2023, pp. 167–176. 

[25] Atif Rehman et al. “Advanced optimized nonlin- 

ear control strategies for prosthetic knee joints”. 

In: Biomedical Engineering Letters 15.2 (2025), 

pp. 291–300. 

 

 


