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Abstract: In cloud computing, load balancing is essential for maximizing system performance, guaranteeing availability, and optimizing 

resource use. Because of the growing complexity and scalability requirements of contemporary cloud settings, traditional static and 

dynamic load balancing algorithms sometimes find it difficult to adjust. Swarm Intelligence (SI) algorithms, inspired by the collective 

behavior of biological swarms, have emerged as effective meta-heuristic optimization techniques for task distribution and resource 

management. This survey explores the recent advancements in SI-based load balancing approaches, categorizing them into traditional and 

modern techniques. Traditional SI methods such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Ant Colony 

Optimization (ACO), Artificial Bee Colony (ABC), Grey Wolf Optimization (GWO), and BAT Algorithm offer improved efficiency but 

face challenges related to convergence speed and adaptability. To address these limitations, modern SI techniques like Whale Optimization 

Algorithm (WOA), Social Spider Algorithm (SSA), Dragonfly Optimization Algorithm (DOA), and Raven Roosting Optimization (RRO) 

incorporate adaptive strategies for enhanced scalability and dynamic task allocation. This research offers a thorough evaluation of different 

algorithms, contrasting their effectiveness, computational complexity, and practicality. The results show that cutting-edge SI techniques 

hold potential for flawless load balancing, quicker reaction times, and more effective utilization of cloud computing resources. 

Keywords: Cloud Computing, Load Balancing, Swarm Intelligence, Static, Dynamic, and SI-Based Approaches.  

I. INTRODUCTION 

An ability of cloud computing to efficiently provide a variety 

of internet-based services has contributed to its rising 

popularity in recent years [1]. This technological 

advancement has changed the game for businesses when it 

comes to computing since it provides scalable and adaptable 

solutions that can keep up with the demands of today's 

applications [2]. Even when workloads and resources are 

distributed effectively in cloud systems, there may be certain 

difficulties. The essential load balancing technique divides 

incoming requests or work across many servers [3]. This 

guarantees constant system stability, efficient use of 

resources, and system improvement. Dynamic workload 

variations, diverse resources, changing scalability 

requirements, and varied application demands are just a few 

of the elements that make load balancing in cloud settings 

complex[4][5]. These problems are too big for static load-

balancing techniques like least connection and round-robin 

to manage [6]. It can't adapt to new circumstances, don't 

distribute resources well, and can't handle the demands of 

many applications. This causes less-than-ideal resource 

utilisation and a drop in the system's performance[7].  

In an attempt to address these issues, research and practice 

have focused on cloud load balancing using meta-heuristic 

algorithms inspired by natural processes. Algorithms like SI, 

GA, and a method based on the way ants find food 

demonstrate intelligence and adaptability by imitating real-

world occurrences. This lets them distribute resources to the 

flow in the most equitable way possible and guarantees that 

workloads are distributed fairly[8]. An intriguing alternative 

to conventional optimization techniques is SI algorithms, 

which draw inspiration from the cooperative actions of 

natural systems like anthills, flocks of birds, and schools of 

fish [9]. SI algorithms may identify near-optimal solutions 

more accurately and efficiently than heuristics, which can get 

stuck in local optima. This literature review delves into the 

topic of SI algorithms and their application to cloud 

computing load balancing. It covers static, dynamic, and SI-

based approaches, highlighting their effectiveness in 

optimizing resource distribution. The study delves into 

contemporary SI approaches and examines the pros and cons 

of these techniques. Additionally, it highlights difficulties 

and proposes directions for further study to enhance cloud 

performance and scalability. 

1.Research Scholar, Faculty of Computer Science & Informatics, 

Maharishi Arvind University, Jaipur, Rajasthan, India, Email Id-

stefymathew90@gmail.com 

2.Professor, Faculty of Computer Science & Informatics, Maharishi Arvind 

University, Jaipur, Rajasthan, India, Email Id-mahaveersain@gmail.com. 

manishjha2k19@gmail.com. 4. Assistant Professor, Department of 

Computer Science,, Aishwarya College, Udaipur, Rajasthan, India, Email 

3.Assistant Professor, Department of Computer Science,    Institute  of
of  Technology and Management,  GIDA,  Gorakhpur, UP India,  Email  Id-

Id-sonammittalkota@gmail.com



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(22s), 2179–2193  |  2180 

A. Motivation and Contribution  

The need for effective techniques to manage resources in 

order to guarantee peak performance, scalability, and energy 

efficiency has grown in tandem with the popularity of cloud 

computing. Workload distribution between virtual machines 

(VMs) is an important function of LB, which helps to avoid 

bottlenecks, reduce reaction time, and improve system 

dependability. Especially in ever-changing cloud settings, 

traditional load balancing methods have a hard time being 

flexible and making decisions in real time. Swarm 

Intelligence (SI) algorithms, inspired by collective biological 

behaviors, have emerged as powerful optimization 

techniques for solving complex scheduling and resource 

allocation problems. However, despite their advantages, 

existing SI-based methods face challenges such as slow 

convergence, high computational complexity, and scalability 

limitations. This survey is motivated by the need to explore 

recent advancements in SI-based load balancing techniques, 

analyze their effectiveness, and identify potential research 

directions to develop more adaptive, intelligent, and efficient 

cloud computing solutions. The following key focus of this 

paper are: 

• System performance, availability, response time, and 

resource utilization may all be enhanced in cloud 

settings via load balancing. 

• Explores how load balancing is essential for 

optimizing resource utilization, achieving high 

availability, and enhancing performance in cloud 

environments. 

• Categorizes load balancing algorithms into static, 

dynamic, and nature-inspired approaches, 

highlighting their advantages and limitations. 

• Explores SI algorithms inspired by biological 

swarms, such as ants, bees, and wolves, to optimize 

load balancing in cloud computing infrastructure. 

• Analyzes traditional SI techniques (PSO, GA, ABC, 

GWO, ACO, BAT) and modern SI methods (WOA, 

SSA, DOA, RRO) for their efficiency in task 

scheduling and resource distribution. 

• Identifies key challenges such as convergence speed, 

computational complexity, and adaptability in 

applying SI algorithms to cloud environments. 

B. Structure of the paper 

This paper begins with an Introduction (Section I) 

outlining its motivation and structure. Section II covers the 

Background, explaining cloud computing, the importance of 

load balancing, and SI's role. Section III discusses Swarm 

Intelligence Algorithms, including traditional and modern 

approaches and related challenges. A Literature Review 

follows in Section IV, and the paper concludes with Section 

V, summarizing findings and proposing future work. 

II. BACKGROUND 

Load balancing in cloud settings, swarm algorithms, and 

basic ideas and key terminologies in cloud computing are 

introduced in this part to establish the groundwork. We start 

by defining cloud computing and its fundamentals, and then 

we go into the critical function of load balancing in this 

context. We also explore the relevance and use of swarm 

algorithms for cloud load balancing. 

 

Fig. 1. Overview of cloud computing[10] 

A. Cloud Computing 

"Cloud computing" refers to a class of on-demand 

computer services provided by private companies like 

Amazon and Microsoft [11]. Computing, storage, and "SaaS" 

are the main aims of this concept. Cloud computing has the 

potential to make access to computer resources and IT 

services more convenient [12][13]. Cloud computing also 

enables the storing of vast amounts of data by several 

sources, like audio, video, papers, podcasts, and electronic 

books, among many others [14][15]. Cloud computing may 

be categorized into three main kinds. The models are 

constructed to meet the client's specifications. IaaS, PaaS, 

and SaaS are the paradigms. The public cloud, private cloud, 

hybrid cloud, and community cloud are the other four 

deployment methods. In Figure 1 above, cloud computing is 

summarized[16]. The cloud environment is managed by all 

cloud entities working together. To illustrate, cloud auditors 

play the role of cloud police by checking that CSPs provide 
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services of a high standard and without fraud. Services in the 

cloud cannot be delivered to customers (cloud users) unless 

the provider guarantees a constant connection. With private 

clouds, the data center is housed within the company's 

network; with public clouds, it's on the internet, depending 

on the CSP; and with hybrid clouds, it may be situated in 

either the public or private cloud.   

Table I provides a summary of both types of models with 

different aspects. 

TABLE I.  SERVICE VS DEPLOYMENT MODELS OF CLOUD COMPUTING WITH DIFFERENT ASPECTS  

Aspect Cloud Services models Cloud deployment models 

Software as a 

Service 

(SaaS) 

Platform as 

a Service 

(PaaS) 

Infrastructu

re as a 

Service 

(IaaS) 

Public Cloud Private 

Cloud 

Hybrid 

Cloud 

Community 

Cloud 

Definitio

n 

Software 

applications 

delivered over 

the internet. 

Platform for 

developers 

to build and 

deploy apps. 

Virtualized 

computing 

resources 

over the 

internet. 

Cloud 

resources 

shared 

publicly. 

Dedicated 

cloud 

resources 

for a single 

organizatio

n. 

Combinatio

n of public 

and private 

cloud 

infrastructu

re. 

Cloud 

resources 

shared among 

organizations 

with common 

goals. 

Primary 

Use 

End-user 

applications 

like email, 

CRM, etc. 

Application 

developmen

t, testing, 

and 

deployment. 

Hosting and 

managing IT 

infrastructure

. 

Cost-effective 

and scalable 

public usage. 

Security and 

control for 

sensitive 

data. 

Flexibility 

and 

workload 

optimizatio

n. 

Collaboration 

across specific 

communities 

or sectors. 

Example

s 

Google 

Workspace, 

Salesforce, 

Dropbox. 

AWS 

Elastic 

Beanstalk, 

Microsoft 

Azure App 

Services. 

AWS EC2, 

Microsoft 

Azure VM, 

Google 

Compute 

Engine. 

AmazonWeb 

Services,Micro

soft Azure. 

On-

premises 

VMware, 

OpenStack. 

AWS 

Outposts, 

Azure Arc. 

Government or 

research 

organizations. 

Ownersh

ip 

Managed by 

service 

providers. 

Managed by 

service 

providers 

for 

developers. 

Managed by 

providers; 

users control 

resources. 

Service 

provider owns 

and manages. 

Owned and 

operated by 

the 

organizatio

n. 

Shared 

ownership 

(provider + 

organizatio

n). 

Shared by 

multiple 

organizations. 

Cost Subscription-

based, 

predictable. 

Pay-per-use 

or 

subscription

-based. 

Pay-as-you-

go for 

infrastructure

. 

Low cost due 

to shared 

resources. 

Higher cost 

for 

dedicated 

infrastructur

e. 

Balanced 

cost 

depending 

on 

workloads. 

Shared cost 

among 

participating 

entities. 

Scalabilit

y 

Fully scalable 

with no user 

intervention. 

Highly 

scalable for 

app 

developmen

t. 

Scalable as 

per user 

configuration

. 

Highly 

scalable, but 

shared 

environment. 

Limited 

scalability 

based on 

resources. 

Scalable 

across both 

public and 

private 

clouds. 

Scalable 

depending on 

community 

needs. 

Security Managed by 

the provider, 

less control for 

users. 

Provider-

managed; 

developers 

focus on 

apps. 

Full user 

control over 

infrastructure 

security. 

Moderate, 

based on 

shared 

infrastructure. 

High, due to 

isolated 

environmen

t. 

Balanced 

security 

(shared/pri

vate 

environmen

ts). 

High, with 

shared 

governance 

policies. 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(22s), 2179–2193  |  2182 

Customiz

ation 

Limited; 

predefined 

software 

features. 

High; 

supports 

custom app 

developmen

t. 

Full control 

over 

infrastructure 

setup. 

Limited to 

provider's 

services. 

Fully 

customizabl

e. 

Customizab

le to some 

extent. 

Moderate; 

depends on 

community 

agreements. 

B. Role of Load Balancing in Cloud Computing 

A system's load balancing mechanism distributes the 

burden across its several resources. As a result, each resource 

in a cloud-based system has to be performing about the same 

amount of work at any one time for the load distribution to 

be optimal. Fundamentally, various methods for balancing 

requests are required after provide the application solution 

more quickly [17]. All cloud providers rely on automated 

load balancing services, which let customers scale up their 

resources by adding more CPUs or RAM. These services are 

customizable to meet the specific requirements of the client's 

company. Load balancing, then, works to improve 

performance and, secondly, the availability of resources in a 

cloud[18]. 

1) Load-Balancing Model 

A load balancer is shown as an essential part of the load-

balancing paradigm in Figure 2. In order to distribute user 

requests fairly across available virtual machines, this load 

balancer employs load-balancing techniques. The load 

balancer is vital in distributing requests to the best virtual 

machine. Concurrently, the duty of managing tasks, 

including their submission for load balancing, is taken up by 

a data center controller. The load balancer then uses load-

balancing algorithms to distribute work to VMs based on 

their ability to complete the tasks at hand. Also, the 

VMs themselves are supervised by the VM manager. 

Virtualization, which seeks to enable the sharing of valuable 

hardware resources among VMs, is one of the most 

significant components of cloud computing. VMs are 

software representations of actual computers that make it 

easier to run software and running operating systems. An 

international user base makes queries at random, and these 

VMs patiently handle all of them. Most importantly, these 

requests must be assigned to VMs for processing. Critical 

issues emerge when some VMs experience an undue load 

while others are unoccupied or have little workload. As a 

result of the uneven allocation of workloads, QoS might be 

diminished. Dissatisfaction, brought on by a decline in QoS, 

may lead customers to uninstall the system entirely. 

 

Fig. 2. Load-balancing model[19]. 

Creating and maintaining VMs heavily relies on the 

function of a hypervisor or VM Monitor (VMM). Storage, 

provisioning, migration, and multiplexing are among the 

crucial functions that the VMM makes possible. All of these 

functions are essential to efficient load balancing. 

Pourghebleh and Hayyolalam [20] highlight the significance 

of load balancing in handling two critical operations: 

allocation of resources and scheduling of tasks. Energy 

conservation, decreased resource utilization costs, higher 

resource utilization, high resource availability, preservation 

of cloud computing’s flexibility, and decreased carbon 

emissions are all outcomes of these processes converging. 

Evaluation and direction of load-balancing algorithms may 

be achieved via the use of several measures. These metrics 

provide useful information on the efficiency, effectiveness, 

and operation of load balancing in a computer system. Here 

is a summary of these metrics in Table II [19]: 

TABLE II.  PERFORMANCE METRICS OF LB IN CC 

Metrics Summarizing 

Throughput Throughput measures the pace at which a system completes operations over a period of time. This metric is 

utilized to assess the processing capability and efficiency of a system. 

Makespan The makespan value is correlated with the longest completion time or the allocation of user resources. It 

indicates how long it will take to do all of the tasks and offers information on system efficiency. 

Response 

time 

A task's whole execution time, including processing, communication, and queueing delays, is captured by 

response time. The speed at which tasks are completed is a reflection of the user experience. 
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Scalability A system's scalability may be defined as its capacity to maintain a constant workload distribution across all 

of its nodes regardless of the size of the network. It makes no difference how many nodes are in the network; 

a scalable algorithm can handle load distribution efficiently. 

Migration 

time 

The time required to move tasks from overburdened hosts to underutilized ones is known as the migration 

time. The responsiveness of the system and the utilization of resources are affected. 

Fault 

tolerance 

The ability of an algorithm to maintain load balancing in the event of connection or node failure is measured 

by its fault tolerance. It guarantees system performance and stability under trying situations. 

Imbalance 

degree 

Disparity in workload allocation across virtual machines or nodes is quantified by the degree of imbalance. 

Optimal system performance is enhanced by distributing workloads evenly. 

Energy 

consumption 

 The network's energy consumption indicates how much energy it uses overall. By minimizing resource use 

and avoiding overheating, load balancing helps save energy. 

2) Activities involved in load balancing 

Task scheduling and VM allocation according to needs is 

the workload in cloud computing. The following steps 

comprise load balancing [3]: 

• Identification of user task requirements: An 

amount of resources required to perform user tasks 

scheduled on a VM is determined at this step. 

• Identification of resource details of a VM: A VM's 

resource data is validated in this way. It shows the 

current resource use of the virtual machine and the 

unallocated resources. with this stage, VM may be 

categorized as either balanced, overloaded, or 

underloaded with respect to a threshold. 

• Task scheduling: Once the resource characteristics 

of a VM have been settled, a scheduling technique 

assigns tasks to appropriate resources on the most 

suitable VMs. 

• Resource allocation: Tasks with a due date are 

assigned the necessary resources. To do this, a 

strategy for allocating resources is being used. The 

scheduling algorithm's and allocation policy's 

effectiveness dictates the load balancing algorithm's 

strength. 

• Migration: The cloud load balancing procedure isn't 

complete without migration, which is a crucial step in 

the process. The entities that are examined distinguish 

between VM migration and task migration, the two 

kinds of cloud migration. There are two forms of 

virtual machine migration: live VM migration and 

non-live migration. When a VM becomes 

overloaded, it is possible to fix the problem by 

migrating it to a different physical host. 

3) Load balancing algorithms in CC 

Several popular load balancing strategies are used to 

improve CC's performance. The three main groups into 

which these algorithms are often subdivided based on their 

foundational context are static algorithms, dynamic 

algorithms, and algorithms influenced by nature. 

• Static Load Balancing (SLB) Algorithms: The way 

the load balancing algorithms perform in a static 

environment depends on a system state's properties 

and functions as well as prior knowledge[21]. In 

runtime, static-based techniques do not account for 

changes in a load. Examples of SLB algorithms like 

Round Robin Algorithm, Weighted Round Robin 

Algorithm, Random Allocation Algorithm, Least 

Connections Algorithm, and Hash-Based Allocation 

Algorithm etc.  

• Dynamic Load Balancing (DLB) Algorithms: Load 

balancing is an area where these algorithms excel and 

are quite versatile. When applied to a dynamic setting, 

load balancing algorithms remember the system's 

condition in the past, in contrast to SLB 

algorithms[22]. Examples of DLB algorithms like 

Centralized Dynamic Scheduling, Distributed, 

Honeybee Foraging Algorithm, Biased Random 

Sampling, Adaptive Load Balancing Algorithm, 

Least Response Time Algorithm and Weighted 

Dynamic Balancing Algorithm etc. 

• Nature-inspired Load Balancing (NLB) 

Algorithms: The genetic mechanism by which bees 

discover honey is one example of a biological process 

or activity that such algorithms mimic[23]. Load 

balancing in CC is achieved by mathematically 

modeling these processes to mimic their natural 

counterparts. Examples of NLB algorithms like:  Ant 

Colony Optimization (ACO), Particle Swarm 

Optimization (PSO), Genetic Algorithm (GA), 

Artificial Bee Colony (ABC), Firefly Algorithm, Bat 

Algorithm, Cuckoo Search Algorithm, Grey Wolf 

Optimizer (GWO), and Whale Optimization 

Algorithm (WOA) etc. 
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C. Swarm Intelligence (SI) Support Load Balancing in 

Cloud Computing 

Cloud resources could be wasted, or service performance 

might be impaired due to problems with underperforming or 

overperforming services caused by inadequate scheduling. 

The concept of integrating meta-heuristic methods into task 

scheduling was successfully motivated by the need to 

allocate few resources to complicated and ever-changing 

incoming workloads, or cloudlets [9]. Applications for 

routing and algorithms connected to specialized job 

scheduling make use of SI. The most talked-about problem 

with cloud computing, "load balancing," is really the result 

of these two SI applications. By drawing inspiration from 

insects, SI makes load balancing easy[24]. SI is based on the 

idea that social insects work collaboratively to solve complex 

problems. It appropriately suggested a really clever and 

decentralized method, which is just what cloud computing 

needs after effectively handling a load. As a result, these 

autonomous, sociable, and self-aware bug behaviors have 

advanced into a model for handling the difficult load 

balancing problem in cloud environments [25]. 

III. SWARM INTELLIGENCE ALGORITHMS 

Insect and mammal social behavior models provide the 

basis for SI algorithms, which explain a number of 

interrelated problem-solving techniques. These programs act 

like biological swarms. Multiple swarms collaborate in a 

search space using SI algorithms to discover a solution. In 

particular, the SI is a meta-heuristic that has been refined by 

modeling problem-solving after the actions of actual swarms 

of insects. When optimizing complicated problems with a 

dispersed structure, SI techniques come in handy. Also, their 

use in systems with elastic and flexible characteristics won't 

affect the structure as a whole. This led to the widespread use 

of SI methods for better resource scheduling in the cloud[26]. 

 

Fig. 3. Swarm intelligence algorithms in LB[9] 

Figure 3 shows that there are 2 main types of SI load 

balancing algorithms included in this survey: conventional 

algorithms and modern algorithms. Here are the specifics of 

their variants. 

A. Traditional SI Algorithms for Load Balancing 

A field of swarm intelligence is driven by the desire to 

analyze and implement "collective intelligence" systems. 

This intelligence is atmospherically dispersed, coordinated, 

and decentralized. When it comes to cloud computing, the 

load balancing issue may be easily solved using swarm-based 

methods [27]. Figure 3 displays a number of chosen Swarm 

Intelligence-based load balancing algorithms: 

1) Genetic Algorithm (GA) 

GAs are fundamental AI methods that model computer 

programs after biological processes. Then, these digital 

algorithms learn much like biological systems [28]. As a 

result, swarm intelligence is used in conjunction with genetic 

algorithms to develop optimization approaches. Their main 

focus is on creating an environment that mimics the natural 

process of evolution [29]. The use of genetic algorithms is a 

reflection of biological level expansion. Here, in nature, 

genetics transmit the passed-down instructions for an 

organism. Chromosomes include genetic coding that 

contains this biological information. In instance, these codes 

may be used to identify an organism's traits. Darwin came to 

the conclusion that an organism's chances of survival are 

entirely dependent on the traits it inherits from its parents. To 

reproduce and pass on their genes, organisms that are "most 

fit" to survive in a given environment will be selected. The 

GA [30] involves three important parameters: crossover, 

mutation, and selection. 

2) Particle Swarm Optimization (PSO) 

An initial idea of PSO was derived from the swarm of 

birds in flight. Determining which location to land at is a hard 

challenge, but the flock of birds eventually finds one. Several 

things determine the landing. The presence or absence of 

carnivores is one of these determinants, along with the 

accessibility of food. Consequently, the birds land 

simultaneously after flying in synchrony until they discover 

the optimal landing spot. Several additional approaches' 

performance metrics inform PSO's integration of workload 

with reduced reaction time for each individual task. PSO is 

simpler to understand and implement, and it has less 

computational expenses [31]. It resolves the complex issue 

of cloud load balancing by operating in adaptive mode, 

which allows it to manage the convergence vs. divergence 

tradeoff and find the optimal solution.  

3) Ant Colony Optimization (ACO) 

ACO is a metaheuristic algorithm that estimates possible 

solutions to complicated problems efficiently; it is 

population-centered. Studying ant colonies served as an 

inspiration for this method. It finds workable solutions to a 

problem by coordinating the efforts of a hive of software 
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agents, which are like artificial ants. We find the best route 

by making a weighted graph. The software agents, like ants 

moving in a straight line, discover paths across the graph and 

construct solutions progressively. This approach of creating 

solutions presumptively allows agents to alter the values of a 

set of parameters linked to graph components (nodes or arcs) 

while the program is running.  The next section presents a 

few of the algorithms that are based on ant colonies. 

Additional algorithms like IMaxMin-ACO, CUDA-based 

ACO, IACO, and modified ACO are also suggested to 

interested readers [32]. 

4) Artificial Bee Colony (ABC) 

The three bee groups that make up the colony—working 

bees, scouts, and observers—serve as the model for ABC. 

Each food source is expected to have one fake bee. After 

returning from foraging for food, the bees will dance in this 

area, leading us to believe that the number of working bees 

in the colony is directly proportional to the amount of food 

sources in the vicinity of the hive. After this bee has its food 

supply cut off, it acts as a scout to find other sources of 

sustenance. Various research studies also show alternative 

variants of the ABC algorithm, including ABC with EA, 

IABC, GB guided ABC, modified ABC, hybrid ABC, 

memetic ABC, and crossed and mutant ABC [33]. 

5) Grey Wolf Optimization (GWO) 

The GWO algorithm was created for the purpose of job 

allocation in an effort to achieve efficient load balancing. 

This program mimics how wolves stalk their prey. This 

algorithm's four-tiered load balancing strategy is reminiscent 

of a pack of multi-level wolves. Alpha, beta, delta, and 

omega are the names given to these four levels. The leader of 

the group, regardless of gender, is at the top level when it 

comes to decision-making. Supporters on level 2 assist the 

leader in making decisions and upholding authority within 

the pack. Scouts are supposed to monitor the restrictions at 

Level 3 for safety. The pack's substitutes are included in 

Level 4; it consume last. Other variations of the GWO 

algorithm, including DGWO, TLBO-GW, Modified GWO, 

hybridized versions GWO, PGWO [34][35], and others, are 

also provided in other research work in addition to algorithms 

covered in the following section. 

6)  BAT Algorithm 

Echolocation behavior served as inspiration for BAT, an 

optimization technique. Bats find their prey by making a 

variety of noises. Bats are able to attract a wide variety of 

prey in frequency form through their sonar capabilities. The 

distance is then calculated using this frequency once all the 

signals have been gathered [34]. The concept may be 

tweaked to provide load balancing by focusing the node's 

efforts on making coordination more localized, as it functions 

autonomously. The advantages and disadvantages of the 

conventional SI algorithms that were reviewed are shown in 

Table III. 

TABLE III.  PROS AND CONS OF TRADITIONAL SI ALGORITHMS. 

Algorithm Pros Cons 

GA It provides an improved load balancing solution 

while also making better use of resources. 

Complexity in computation is increased by the many 

computation steps. Efficiency decreases as the search space 

is enlarged. Priority time is not provided to the same extent. 

PSO Its utilization rate is higher. A physical machine 

receives the load instead of an overloaded 

virtual machine. 

The issue determines the algorithm's performance. 

ACO Distribution of workloads among nodes that 

maximizes utilization of available resources. 

It takes more time for convergence to occur. 

ABC Raises the boundary for maximum throughput. The solution increases the computing cost and the process 

slows down when used in a sequential manner due to the 

lack of supporting material. 

GWO Efficient use of resources and a disparity in 

manpower between global and local search 

activities facilitate and accelerate convergence. 

The grey wolves' roles are of equal importance, which goes 

against their established social order. 

BAT Precision and efficiency are two of its strongest 

points. When compared to other options, it has 

lower processing expenses. 

Fast convergence happens because there is no preliminary 

mathematical study that connects the parameters to 

convergence rates. 
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B. Modern SI Algorithm for Load Balancing 

Traditional SI algorithms have been adequately 

developed to address the challenges of load balancing in 

cloud-based job allocation, as we have seen in the previous 

sections [35]. The usefulness of even the most effective of 

these algorithms is constrained by a number of problems. As 

a result, cutting-edge methods are crucial because of the time 

it takes for convergence to occur, the difficulty of 

implementing it, and the difficulty of guaranteeing 

scalability. This section discusses roosting optimization 

methods and covers the most competitive cloud-based swarm 

intelligence load-balancing strategies, such as the raven, 

spider, whale, and dragonfly. 

1) Whale Optimization Algorithm (WOA) 

As a novel SI optimization technique, the Whale 

Optimization technique was proposed by Australian 

researchers Mirjalili and Lewis in 2016 [36]. The model 

accurately depicts the humpback whale population's natural 

hunting behavior, which includes behaviors such as circling, 

loop updating location, and random hunting techniques. The 

following are the primary procedures of WOA[37]: 

• Initialization phase: The creation of the population 

is done at random during this phase. 

• Fitness calculation phase: This step involves 

calculating a fitness function. This is how the fitness 

function is computed. Based on the test results, the 

best whale (agent) is chosen. 

• Encircling prey phase: According to popular belief, 

this is the mechanism that fixes the prey's location. 

With the present strategy being the most secure, 

humpback whales encircle their prey. In response to 

the current best agent, other whales adjust their places 

accordingly. 

2) Social Spider Algorithm (SSA) 

Scientists from all across the world have identified almost 

50,000 species of spiders. Three groupings have been 

identified by researchers. Social, sub social, and colony 

spiders are among these varieties. Among these three 

categories, social spiders are distinct. These spiders gather in 

clusters and exchange messages with each other. Yu et 

al.[38] presented SSA as a prominent methodology for 

optimization strategies, drawing inspiration from the 

foraging habits of social spiders [39]. 

3) Dragonfly Optimization Algorithm (DOA) 

DA's behavior is reminiscent of a swarming dragonfly 

[40]. The two primary causes of their swarming are foraging 

and relocation (specifically, static swarm and dynamic 

swarm). Dragonflies travel in tiny groups across a limited 

region in pursuit of other species. This type of swarming is 

characterized by abrupt changes and social motions. In 

contrast, dynamic swarming is characterized by a significant 

number of dragonflies aggregating into a singular 

community and continuing to migrate in a predetermined 

direction over an extended period. In order to guarantee the 

convergence of dragonfly individuals, dragonflies should 

modify their weights during the optimization phase to 

accommodate the transition from intensifying to 

diversifying[41]. 

4) Raven Roosting Optimization Algorithm (RROA) 

Typically, ravens will return to their roosts just before 

dusk and then leave in closely spaced flocks at dawn the next 

day [42]. Ravens like these settle on a roosting spot early on 

and don't budge from there. The next step is to randomly 

assign each raven a starting position to find food. In the end, 

this leads to calculating the ravens' fitness levels. At the 

conclusion of the evaluation, the one with the best solution is 

named the leader. Following this determination, a 

predetermined quantity of ravens is chosen. Along with the 

leader, these chosen ravens go from the nest to locate the 

ideal spot, which may be quite a distance away. The 

accompanying ravens begin by finding the best possible 

answer by measuring the hemisphere's radius. It take any 

arbitrary point after evaluating. The benefits and drawbacks 

of the contemporary SI algorithms that were described are 

shown in Table IV. Table V summarizes the discussed SI-

based load balancing algorithms, including their main 

purpose, the field of application, and targeted issue(s), along 

with an appropriate reference. 

TABLE IV.  PROS AND CONS OF MODERN ALGORITHMS. 

Algorithm Pros Cons 

WOA A rate of successfully performed jobs is 

increased. 

Convergence is postponed since it often fails in the first 

iterative cycle. 

SSA Enhances a number of QoS metrics by using the 

global best match. 

Lucrative job execution rates decline as the number of 

similar VMs grows. 

DOA Offers a highly efficient solution that quickly 

converges to the global optimal one. 

Response rates are shown to be mediocre overall, rather 

than quick and quick in the absence of a nearby answer. 

RROA Ensures that neither overloading nor 

underloading occurs. 

There is a decrease in the rate of task completion in 

beginning iterations. 
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TABLE V.  SUMMARY OF THE SI BASED LOAD BALANCING ALGORITHMS FOR CLOUD COMPUTING. 

Authors Algorithm Main Objective Area of Application Targeted Issue(s) 

Hodzic and 

Mrdovic, (2023) 

[30] 

Genetic 

algorithm 

Improve response 

times in cloud 

settings by using 

load balancing. 

Gives serious thought to the 

need to acquire imagery in the 

actual world. 

The goal is to use permutation 

encoding to expand the 

possible range of request IDs. 

The reaction time is 

improved. 

Datiri and Li, 

2023 [43] 

Particle Swarm 

Optimization 

Algorithm 

Optimize the load. Achieves minimal task 

execution and transfer time by 

making use of target 

functionalities. 

Efficiency optimization for 

power consumption and 

operation. 

He, (2022) [44] Ant colony 

Optimization 

Algorithm 

Determine the best 

way to schedule 

tasks in order to 

optimize the load. 

Complete the scheduling task 

as effectively as possible 

while maximizing the 

system's load management 

needs. 

Performance is improved. 

Gupta and 

Bhadauria, 

(2023) [45] 

LBA_Honey 

Bee 

Keeping capacity in 

a cloud-based 

setting. 

Seek to prevent both under- 

and over-utilization. 

The makespan, execution 

time, response time, and load 

standard deviation are all 

decreased. 

Mohammadian et 

al., (2023) [46] 

Artificial Bee 

Colony 

VM Load 

Balancing in the 

Cloud. 

The efficiency of global 

searches and convergence 

rates are confirmed. 

Quick convergence with great 

adaptability. 

Kruekaew and 

Kimpan, (2022) 

[47] 

Hybrid artificial 

bee colony 

algorithm with 

multi-objective 

The cloud allows 

for flexible 

scheduling of tasks. 

Accelerates convergence 

while enhancing 

performance. 

Facilitates better exploitation. 

Sefati, 

Mousavinasab 

and Zareh 

Farkhady, (2022) 

[48] 

GWO Keeping capacity in 

a cloud-based 

setting. 

Suggest load balance and 

resource distribution. 

Decreases the makespan. 

Ouhame, Hadi 

and Arifullah, 

(2020) [49] 

Hybrid 

GWO_ABC 

Load balancing is 

being used by the 

system that 

allocates resources. 

The VM's cloud computing 

resource allocation 

mechanisms are now 1.25 

percent more accurate and 

reliable. 

Reduces waste, boosts 

efficiency, and shortens the 

average time it takes for a 

network to run. 

Ullah, Nawi and 

Khan, (2020) 

[34] 

BAT Algorithm To enhance 

performance in a 

cloud-based 

setting. 

Select VMoptimally. Satisfy QoS. 

Saoud and 

Recioui, (2022) 

[50] 

Hybrid WOA-

BAT 

Balancing loads in 

a cloud setting. 

Fast convergence. Exchanges between basic 

WO's exploitation and 

exploration features. 

Arul Xavier and 

Annadurai, 

(2019) [51] 

SS Cloud Web 

Algorithm 

Load balancing 

non-pre-emptive 

tasks. 

Improve QoS requirements. Assign tasks and resources to 

the population while 

imposing quality limits. 
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Neelima and 

Reddy (2020) 

[52] 

DOA Management of 

resources to ensure 

workload parity. 

Task scheduling, load 

balancing, and resource 

allocation all saw significant 

speed improvements. 

Datacenter problems with 

task scheduling. 

Torabi and Safi-

Esfahani, (2018) 

[53] 

Improved RRO The distribution of 

work should be 

enhanced. 

Time spent waiting, average 

response, and performance 

may all be improved. 

The goal is to stop the 

problem of early 

convergence. 

C. Issues Related to Swarm Intelligence based Load 

balancing Algorithms  

This section provides an overview of the primary 

concerns with the Cloud Load Balancing Algorithm that is 

based on SI and needs to be resolved prior to its 

implementation in the cloud. The algorithm's performance 

might suffer if these problems aren't fixed. Here are the main 

points of these difficulties: 

• Load balancing strategies based on static SI are what 

this implies for static clouds. These algorithms work 

well in secure cloud settings. Nevertheless, load 

balancing algorithms based on SI provide a 

formidable challenge due to the inherent uncertainty 

of cloud systems.  

• Load balancing algorithms that rely on SI tend to be 

centralized. The existence of a single point of failure 

is a serious concern with large-scale cloud 

infrastructures. Distributed SI-based complex load 

balancing algorithms are notoriously difficult to 

create. 

• Particle swarms, honeybees, and artificial ants are just 

a few examples of the many agents produced by load 

balancing algorithms based on SI. When it comes to 

load balancing, these agents are a big assistance. 

Moreover, these bots keep an eye on the cloud. 

Setting these agents to work in tandem is no easy feat.  

• A huge number of agents are generated via load 

balancing algorithms that are based on swarm 

intelligence. Agents like these keep an eye on the 

nodes in the cloud from all across the network. The 

cloud network's performance may degrade due to the 

increased overhead caused by such a huge number of 

agents.  

IV. LITERATURE REVIEW 

Cloud computing has been the subject of numerous research. 

Load balancing, resource scheduling, resource allocation, 

service broker restrictions, and other cloud computing-

related issues are covered in these surveys. The polls about 

cloud computing load balancing are detailed in the section 

that follows.  

This study, Sharma et al. (2024) proposes an improved 

initialization approach for the Tuni-cate Swarm Optimization 

(TSO) algorithm, leveraging strategic heuristics. 

Specifically, Shortest Job First Priority (SJFP) and Earliest 

Completion Time (ECT) heuristics are employed to initialize 

TSO. Both of the proposed SJFP-TSO and ECT-TSO 

algorithms are evaluated on the performance metrices 

including minimizing makespan, total execution time, load 

balancing, and energy consumption. Comparative analysis 

shows the superiority of the proposed algorithms over 

conventional TSO method[54].  

This study, Yadav et al. (2024) suggests a Multi-objective 

Optimization technique to overcome these issues. GA, PSO 

and ACO Algorithm are utilized in the study to schedule 

tasks with multiple objectives. Makespan, a critical 

parameter measuring an overall time necessary to accomplish 

all jobs, is the primary focus of the study since it assesses the 

performance of various algorithms in great detail. In our 

research, PSO produces a makespan of 1.1988, GA produces 

1.3025, while ACO remarkably achieves a minimum 

makespan of 0.8736 after 200 iterations. The comparison’s 

findings demonstrate that ACO is better to PSO and GA, 

making it the ideal choice for cloud task scheduling 

algorithm optimization. The significant difference in 

makespan values demonstrates ACO’s superior capacity to 

explore the solution space, converge effectively, and offer 

plans that minimize the overall amount of time required to 

accomplish the task. The findings of this study are crucial 

because they demonstrate the advantages of ACO for 

scheduling several objectives efficiently at once[55]. 

This study, Singhal et al. (2024) introduces a load 

balancing algorithm based on Rock Hyrax that uses QoS 

parameters to solve problems with power efficiency and local 

maxima. The approach decreases makespan 10%-15 % and 

total energy usage in data centers by 8%-13% when 

compared to conventional scheduling algorithms. The results 

demonstrate that the Rock Hyrax-based load balancing 

algorithm is successfully enhancing data center performance 

and energy efficiency. Additionally, it showcases the 

algorithm's capacity to enhance system performance by 

optimizing resource allocation[56]. 

This research, Rajpoot, Singh and Pant (2023) aims to 

study and compare an efficiency of various nature-inspired 

load balancing algorithms, like ACO, PSO, GA, and ABC. 

The paper analyzes these algorithms' features, benefits, 
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limitations, and challenges and evaluates their effectiveness 

in load balancing in distributed systems[57]. 

Prasanna Kumar et al. (2023) introduces a fresh method for 

balancing loads known as FFBSO. It combines BSO's 

optimization skills with the FF's search space reduction 

capabilities. Tasks are represented by birds, and VMs are 

destination food patches in BSO, which draws influence from 

the group behavior of birds. Tasks on the cloud are 

considered to be non-preemptive and autonomous. Still, the 

BSO algorithm finds the optimal places for VMs and assigns 

jobs to them. At 35s makespan, 99% maximum resource 

utilization, and 13ms average reaction time, the FFBSO 

algorithm outperformed the alternatives in the simulations 

[58]. 

Al Reshan et al. (2023) emphasis of this research is on 

GWO and PSO. In order to reap the benefits of both fast 

convergence and global optimization, this research proposes 

a GWO-PSO combination strategy. Combining these two 

methods improves system efficiency and resource allocation, 

which in turn solves the load-balancing issue. By reducing 

overall reaction time and achieving globally optimized rapid 

convergence, the study's findings show promise when 

contrasted with more traditional approaches. In comparison 

to other approaches, the proposed one decreases reaction 

time by 12% on average. In addition, the target function of 

the suggested GWO-PSO algorithm yields the best optimal 

value, which enhances PSO's convergence to 97.253% [59]. 

This research, Shu and Gao (2023) presents a DMLBP 

for data centre networks (DCNs) with the goal of efficiently 

handling elephant flow conflicts in DCNs. The experimental 

outcomes demonstrate that a DMLBP algorithm improves 

network throughput and bandwidth utilization while 

decreasing network propagation time in comparison to the 

existing ECMP and SA methods[60]. 

Alghamdi (2022) The goal of this study was to develop 

ANN-BPSO, a cost-effective binary version of the popular 

PSO method, to optimize the distribution of computing 

resources in the cloud and decrease latency. Compared to the 

conventional BPSO task scheduling method, our technique 

improves performance by 22% according to resource 

utilization and 33% according to mean time[61].  

Table VI provides a comparison of various load 

balancing across different cloud environments and platforms 

using optimization algorithms.  

TABLE VI.  SUMMARY OF THE RELATED WORK FOR LOAD BALANCING IN CLOUD COMPUTING USING OPTIMIZATION 

ALGORITHMS 

References Methodology Objective Performance Advantage Challenges Future Work 

Sharma et 

al. (2024) 

Improved 

initialization 

for TSO using 

SJFP and ECT 

heuristics 

Minimize 

makespan, 

total execution 

time, load 

balancing, and 

energy 

consumption 

SJFP-TSO and 

ECT-TSO 

outperform 

conventional TSO 

in all metrics, 

ensuring better 

resource 

utilization. 

Improved load 

balancing and 

energy 

efficiency. 

Limited 

analysis on 

scalability for 

larger data 

centers. 

Explore hybrid 

approaches for 

further 

enhancing 

initialization 

techniques. 

Yadav et 

al. (2024) 

Multi-

objective 

optimization 

using GA, 

PSO, and ACO 

algorithms 

Optimize 

makespan in 

cloud task 

scheduling. 

ACO achieves the 

best makespan 

(0.8736), 

outperforming 

PSO (1.1988) and 

GA (1.3025). 

ACO 

demonstrates 

superior 

convergence 

and 

exploration 

capability. 

High 

computational 

cost for ACO 

in larger, 

dynamic cloud 

environments. 

Extend the 

study to 

include real-

time 

scheduling 

scenarios. 

Singhal et 

al. (2024) 

Rock Hyrax-

based load 

balancing 

algorithm 

Improve QoS, 

reduce energy 

consumption 

and makespan. 

Reduces makespan 

by 10%–15% and 

energy 

consumption by 

8%–13%. 

Effectively 

balances 

workloads 

while saving 

energy. 

May require 

fine-tuning for 

specific QoS 

constraints. 

Test on hybrid 

cloud 

environments 

and extend for 

fault-tolerant 

systems. 

Rajpoot et 

al. (2023) 

Comparative 

analysis of 

nature-

inspired 

algorithms: 

Evaluate 

effectiveness 

of nature-

inspired 

algorithms in 

Detailed 

comparison of 

algorithm 

Provides 

insights into 

the strengths 

No 

experimental 

validation or 

dataset-

Incorporate 

emerging 

algorithms for 

next-

generation 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(22s), 2179–2193  |  2190 

ACO, PSO, 

GA, and ABC 

load 

balancing. 

capabilities and 

challenges. 

and limitations 

of algorithms. 

specific 

analysis. 

distributed 

systems. 

Prasanna 

Kumar et 

al. (2023) 

Hybrid 

FFBSO 

combining 

Firefly and 

Bird Swarm 

Optimization 

algorithms 

Minimize 

response time, 

maximize 

resource 

utilization, 

reduce 

makespan. 

Achieved 13ms 

average response 

time, 99% 

resource 

utilization, and 35s 

makespan. 

Combines 

strengths of FF 

and BSO, 

achieving high 

optimization 

efficiency. 

Scalability and 

adaptability to 

dynamic 

workloads not 

thoroughly 

evaluated. 

Enhance 

scalability and 

integrate real-

time task 

migration 

mechanisms. 

Al Reshan 

et al. 

(2023) 

Hybrid GWO-

PSO for load 

balancing in 

cloud 

computing. 

Achieve fast 

convergence, 

optimize 

resource 

allocation, 

reduce 

response time. 

Reduced response 

time by 12% 

compared to 

traditional 

methods; 

improved 

convergence to 

97.253%. 

Enhanced 

convergence 

rate and 

response time 

optimization. 

Limited 

exploration of 

dynamic task 

arrivals and 

load 

variability. 

Test the hybrid 

model on 

large-scale 

heterogeneous 

cloud systems. 

Shu and 

Gao (2023) 

Dynamic 

multipath load 

balancing 

algorithm 

based on PSO 

(DMLBP) in 

DCN 

Cope with 

elephant flow 

conflicts in 

DCN and 

improve 

bandwidth 

utilization. 

Increased 

bandwidth 

utilization, 

network 

throughput, and 

reduced 

propagation delay 

compared to 

ECMP and SA 

algorithms. 

Addresses 

elephant flow 

conflicts 

effectively in 

data centers. 

Requires 

optimization 

for fault 

tolerance and 

packet loss 

handling. 

Investigate 

real-time 

adaptive 

strategies in 

large-scale 

DCNs. 

Alghamdi 

et al. 

(2022) 

ANN-BPSO 

(Artificial 

Neural 

Networks with 

Binary PSO). 

Minimize task 

scheduling 

time and 

balance cloud 

computing 

resources. 

Increased resource 

utilization by 22% 

and decreased 

mean scheduling 

time by 33%. 

Cost-effective 

with 

significant 

improvements 

in resource 

usage. 

ANN-based 

model might 

face scalability 

and 

adaptability 

issues for 

diverse tasks. 

Develop multi-

objective 

optimization 

with dynamic 

task handling. 

V. CONCLUSION AND FUTURE WORK 

Cloud load balancing using SI algorithms has shown to be 

very effective due to its dynamic adaptability, better resource 

utilization, and higher scalability. Traditional SI approaches 

such as GA, PSO, ACO, ABC, GWO, and BAT Algorithm 

have demonstrated efficiency in task distribution but suffer 

from issues like slow convergence and high computational 

overhead. In contrast, modern SI techniques like WOA, SSA, 

DOA, and RRO incorporate adaptive mechanisms that 

improve real-time decision-making and optimize workload 

allocation. Despite their advantages, challenges such as 

handling high-dimensional data, ensuring fault tolerance, and 

reducing execution latency remain. Future research should 

focus on hybrid SI models that integrate deep learning, 

reinforcement learning, and blockchain technology to 

enhance decision-making, security, and predictive analytics 

in cloud load balancing. Additionally, exploring quantum-

inspired SI algorithms and energy-aware scheduling 

techniques can further improve performance and 

sustainability in large-scale cloud infrastructures. 
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