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Abstract: Developing countries often face challenges in conducting long-term economic analyses, which in turn affects their ability to 

design effective planning and policy decisions. This study applies the Cross-Industry Standard Process for Data Mining (CRISP-DM) 

framework to support Niger’s tax administration in implementing a long-run analysis scheme. Several statistical and machine learning 

tools, such as boxplots, the interquartile range (IQR), the augmented Dickey-Fuller test, the Johansen test, and the vector error correction 

model (VECM) were employed. The dataset covers the period from January 1996 to December 2014 and reveals seven (7) outliers. Results 

showed that VAT, ITS, and ISB account for 93.64% of revenues in the dataset with outliers and 94.25% without outliers, confirming that 

cointegration tests were highly sensitive to outliers. Both datasets were non-stationary but cointegrated, with rank three (3). Tax revenue 

took approximately 81 days to absorb shocks with outliers, compared to 60 days without. Outliers, thus, significantly distorted the Nigerien 

economic planning and policy outcomes. 
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1. Introduction 

Tax revenue is fundamental to the development and 

implementation of a government’s economic and social agenda. To 

achieve this, governments worldwide require well-defined fiscal 

policies and sound financial planning to effectively support their 

programs [1]. Tax pressure, measured as the tax-to-GDP ratio, 

reflects a country’s capacity to mobilize domestic resources. On 

average, tax pressure is 34.0% in OECD countries, compared to 

16.0% in African nations. In developed economies such as France, 

it reaches 45.15%, whereas in many developing countries it 

remains very low; for instance, in Niger it stands at only 9.6% [2] 

[3].  

Niger, a vast Sub-Saharan country of which a large portion 

(approximately 2/3) is desert, faces significant challenges in tax 

collection due to factors, such as limited human and material 

resources and the absence of direct access to the sea. The tax 

administration lacks a unified database, and existing tax records 

remain fragmented across disparate regional systems [4]. 

Furthermore, the current web application has not been deployed 

nationwide, leaving many local tax offices without real-time data 

access. The absence of data mining tools further prevents the 

administration from leveraging analytics for informed decision-

making. Moreover, no automated system exists to conduct long-

run analyses, making it difficult to improve data-driven tax 

management.  

National revenue currently covers only 62% of Niger’s budget, 

with the remaining share reliant on external financing, according 

to the European Union [5] . Since July 26, 2023, the closure of 

Niger’s main maritime access route and the imposition of 

international sanctions have placed additional strain on the national 

budget. Strengthening data management, expanding digital 

infrastructure, and implementing advanced analytics could 

significantly enhance the efficiency of tax collection and improve 

revenue forecasting in Niger. 

In the era of artificial intelligence, tax administrations worldwide 

are evolving toward more intelligent, data-driven systems [6]. As 

a result, machine learning (ML) provides advanced analytical and 

statistical tools that enhance the effectiveness of tax control 

through long-run analysis systems. These technologies enable 

governments to improve monitoring, oversight, and evidence-

based decision-making [7]. 

Despite significant progress in modernizing tax administrations 

worldwide, Niger continues to lag behind. To date, no studies have 

been undertaken to develop a long-run analysis framework within 

the Nigerien tax administration system. To address this gap, the 

present study applies the CRISP-DM methodology to conduct 

long-run analysis (cointegration) with a focus on outlier detection 
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in the unified tax database. 

For the long-run analysis, the study employs two stages: 1) 

Anomaly detection techniques, including boxplot analysis and 

extraction methods such as the interquartile range (IQR) and 2) 

Cointegration techniques, namely the i) Augmented Dickey-Fuller 

(ADF) test for stationarity, ii) Johansen test for cointegration, and 

iii) Vector Error Correction Model (VECM) to evaluate system 

adjustments in response to shocks. 

The objective of this research is to conduct a long-run analysis of 

tax data through anomaly detection and assess the impact of 

outliers on model reliability. A comparative analysis is carried out 

between the original dataset, which contains anomalies, and a 

cleaned version from which anomalies have been removed. This 

approach demonstrates the importance of incorporating anomaly 

detection into cointegration analysis to enhance the reliability of 

tax data. 

The remainder of this paper is structured as follows: Section 2 

reviews the literature, Section 3 describes the methodology, 

Section 4 presents and discusses the results, and Section 5 

concludes the study.  

 

2. Literature review 

Reviewing the existing literature on cointegration (long-run 

analysis) for forecasting, particularly in the context of tax 

administration, is essential for guiding research relevant to Niger’s 

tax system. Subsection 2.1 introduces the key concepts of data 

mining, while Subsection 2.2 examines the theoretical foundations 

of cointegration and its role in long-run analysis. Finally, 

Subsection 2.3 discusses related studies and highlights applications 

of cointegration within tax administration. 

2.1. Data mining 

 Data mining is a process of extracting and discovering patterns in 

large data sets (databases) involving methods at the intersection of 

machine learning, statistics, and database systems [8], [9] [10]. 

Cheng noted that the development of data mining was not uniform. 

Rather, it was problem oriented according to different fields[8]. 

In data mining, outlier detection plays a critical role, particularly 

in safety-critical environments, as outliers often signal abnormal 

operating conditions that can result in significant performance 

deterioration [11]. For example, in finance, outliers may indicate 

fraudulent transactions; in healthcare, they may point to anomalies 

in patient health records; and in tax administration, they may reveal 

irregularities or potential cases of tax evasion. Detecting and 

addressing such anomalies is therefore essential for ensuring 

system reliability, supporting accurate forecasting, and 

strengthening decision-making. The detection of outliers involves 

both the visualization and statistical analysis of extreme values 

within a dataset. Certain ML algorithms assign numerical scores 

that quantify the degree of deviation from established patterns or 

normal behavior. By systematically evaluating these deviations, 

outlier analysis enhances the performance of detection algorithms, 

thereby enabling more accurate and reliable identification of 

anomalies[12]. Hence, the approach used in this study is based on 

the interquartile range (IQR). 

Cross Industry Standard Process for Data Mining (CRISP-DM) is 

a freely available, widely used methodology in the field of data 

mining, which is broadly adopted across various industries [13]. It 

offers structured guidelines for the organized and transparent 

execution of projects by dividing all planned tasks into six 

interrelated phases [14] [15].  

2.2. Cointegration (Long-run analysis) 

 Engle and Granger defined cointegration as a statistical property 

of time series that enables the detection of long-term relationships 

among two or more non-stationary variables. The main advantage 

of cointegration analysis is that it allows for the estimation of 

dynamic relationships by decomposing the effects of long-term 

equilibrium forces and short-term dynamics [16]. 

Vector Autoregression (VAR) represents a specific form of a 

simultaneous equation system and can be applied when all 

variables are stationary. However, when the variables in the time 

series vector, 𝑍𝑡, are non-stationary but cointegrated, the 

appropriate model is the Vector Error Correction Model (VECM). 

VECM is essentially a restricted form of VAR designed for non-

stationary time series that exhibit at least one cointegrating 

relationship[17]. As noted by Agus et al.[18], the restriction is 

imposed to incorporate the cointegration structure, thereby 

capturing both short-term adjustments and long-term equilibrium 

dynamics. 

According to [19], VECM is a powerful time-series framework 

that directly estimates the speed at which variables revert to 

equilibrium following a shock. It is particularly useful for 

distinguishing short-term effects from long-term relationships in 

the data. Nevertheless, as highlighted by [20], standard unit root 

and cointegration tests are sensitive to outliers and structural 

breaks, which can distort inference. 

The implementation of VECM generally follows several steps. The 

first step is to test whether the variables are stationary. A time 

series is said to be integrated of order d, denoted I(d), if it becomes 

stationary after differencing d times. Typically, the Augmented 

Dickey–Fuller (ADF) test is applied to determine the presence of 

a unit root in an autoregressive process of order one [21]. Evidence 

of a unit root indicates non-stationarity. 

It is important to note that not all non-stationary processes contain 

a unit root. Unit root processes, often referred to as difference-

stationary processes, differ from trend-stationary processes despite 

sharing some properties. In trend-stationary processes, the mean 

follows a deterministic trend, and shocks have only temporary 

effects, with the series eventually reverting to the trend. By 

contrast, unit root processes exhibit permanent effects from 

shocks, leading to persistent deviations from the mean [22]. 

Following the stationarity test, the next step is to assess 

cointegration. Cointegration refers to a statistical property of non-

stationary time series whereby two or more series are said to be 

cointegrated if a linear combination of them yields a stationary 

process. This concept is crucial because it allows researchers to 

identify stable long-term equilibrium relationships despite short-

term fluctuations. 

One of the most prominent applications of cointegration is in 

financial econometrics, particularly in pair trading strategies. In 

this context, two assets with a strong historical relationship are 

paired such that their residual spread—obtained through a linear 

combination—is stationary. This residual is effectively purged of 

transient variations caused by market volatility, thereby providing 

a reliable basis for arbitrage opportunities [23].  

Several approaches have been developed to test for cointegration, 

including the Engle–Granger method (commonly referred to as the 

two-step estimation procedure), the Phillips–Ouliaris residual-

based tests, and the Johansen procedure. Among these, the 
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Johansen maximum likelihood approach is particularly 

advantageous, as it overcomes the limitations of the Engle–

Granger method by allowing for the simultaneous estimation and 

testing of multiple cointegrating vectors. This is achieved through 

the use of canonical correlations and the associated eigenvalue 

problem [24]. 

The Johansen framework provides two test statistics: the trace test 

and the maximum eigenvalue test. While both are designed to 

assess the number of cointegrating relationships, they differ 

slightly in their inferential properties and may lead to different 

conclusions in empirical applications [25]. 

Under the null hypothesis of the trace test, the number of 

cointegrating vectors is assumed to be equal to r, where the 

variable ‘r’ less than ‘k’ and k denotes the total number of 

endogenous variables in the system. The test evaluates this null 

against the alternative hypothesis that the number of cointegrating 

vectors is equal to k, implying full rank cointegration. The test 

statistic is computed as shown in Equation (1).  

r = r* ˂ k                                                                     (1) 

It is worthy of note to know that this computation was done against 

the alternative that r = k.  

The test proceeds sequentially for r* = 1, 2, 3, ..., and the first non-

rejection of the null is taken as an estimate of r. The null hypothesis 

for the "maximum eigenvalue" test is as for the trace test but the 

alternative is r = r* + 1 and, again, the test proceeds sequentially 

for r* = 1, 2, 3. …, with the first non-rejection used as an estimator 

of r [18].  

In addition, Equation (2) shows the Johansen test, while Equation 

(3) represents the VECM. 

 

𝐷(𝐿𝑜𝑔(𝑌)) = 𝑏0 + 𝑏1𝐷(𝐿𝑜𝑔(𝑋1𝑡) + 𝑏2𝐷(𝐿𝑜𝑔(𝑋2𝑡)

+ 𝑏3(𝐿𝑜𝑔(𝑌𝑡-1) + 𝑏4(𝐿𝑜𝑔(𝑋1𝑡-1)

+ ⋯+ 𝑢𝑡 

(2) 

Where, D is the first differential operator and D(Xt)= Xt-Xt-1 

∆𝑋𝑡 = ∏𝑋𝑡-1 +∑Γ𝑖Δ𝑋𝑡-𝑖 + 𝐶𝐷𝑡 + 𝜀𝑡

𝑝−1

𝑖=1

 

 

(3) 

Where, Δ𝑥 is the first difference of x, ∏ is a coefficient matrix of 

cointegrating relationships. Γ𝑖 is a coefficient matrix of Δ𝑥𝑡-𝑖 , C is 

a coefficient matrix of a vector of deterministic terms Dt. 𝜀𝑡 is an 

error term with mean zero and variance-covariance matrix ∑. 

∏Xt-1 is the first lag of linear combinations of non-stationary level 

variables or error correction terms (ECT) which represent long-

term relationships among non-stationary level variables. 

2.3. Related works on long-run analysis in Tax Administration 

Authors in [26] analyzed impatcs the long-run personal income 

taxation determinants in Croatia.  The results indicated a negative 

but statistically significant relationship between overall economic 

conditions and personal income tax revenues, alongside a positive 

and statistically significant relationship between both average 

monthly wages and the number of taxpayers with personal income 

tax revenues. These findings are consistent with established 

principles of economic and public finance theory. Income taxation 

has long been a central issue in economic policy, as one of the 

government’s primary responsibilities is to design a tax system that 

ensures adequate revenue generation while promoting social 

welfare. Additionally, [27] analyzed the nonlinear relationship 

between economic growth and tax revenue using a hidden 

cointegration approach. The results demonstrated that tax revenues 

declined across variables and that a cointegration relationship 

emerged during periods of GDP growth. Similarly, [28] found 

evidence of both short-run and long-run relationships between 

economic growth and tax revenue. Moreover, the study indicated 

that tax revenue serves as a driver of economic growth, whereas 

the reverse relationship does not hold. 

Despite these contributions, the existing literature has not 

advanced the forecasting of Niger’s tax revenue through long-run 

analysis. Specifically, while prior studies have examined data 

mining techniques and the CRISP-DM methodology, as well as 

cointegration frameworks, these approaches have not been applied 

to the context of Niger’s tax administration. 

 

3. Methodology 

The long-run analysis system for Niger’s tax administration was 

developed using the CRISP-DM framework. To tailor the 

methodology to the specific context of tax administration, several 

phases of the original framework were renamed. For example, the 

“Business Understanding” phase was adapted to “Tax 

Administration Understanding,” while the “Data Understanding” 

phase was revised to “Understanding Tax Data.” These 

modifications ensured that the methodology accurately reflects the 

operational and analytical requirements of Niger’s tax 

administration.  

3.1. Tax Administration Understanding 

The Niger tax administration was established on October 13, 1983. 

Niger, a sub-Saharan country, covers an area of 1,267,000 km². 

The administration faces a significant staff shortage, as retiring 

employees are not being replaced. It is organized into multiple 

departments, including the headquarters, taxpayer departments — 

subdivided by tax type and by taxpayer size (medium or large) — 

as well as audit, compliance and inquiry, and legislation 

departments. Additionally, the tax administration maintains 

regional and subregional office branches, supported by auxiliary 

departments such as Information Technology, Human Resources, 

and Planning and Forecasting. 

The tax administration plays a critical role in enabling the 

government to implement its budgetary policies and ensure 

effective tax revenue collection. However, its database is neither 

unified nor fully integrated, as data are sourced from multiple 

systems. This fragmentation increases the risk of errors during 

centralization and retrieval, potentially compromising the accuracy 

of cointegration and long-run analyses. Strengthening data 

integration and management is therefore essential to enhance the 

reliability of tax revenue forecasting and policy planning. 

3.2. Understanding Tax Data 

The dataset used in this research comprises monthly tax records 

covering the period from January 1996 to December 2014. These 

records were obtained from the Statistics Division, the 

administrative unit responsible for centralizing tax data. The 

dataset encompasses all taxes actively administered by the 

Nigerien tax authority, which manages a total of 61 different tax 

types. Tax collection occurs at varying frequencies, viz., daily, 

weekly, or monthly, depending on the specific tax. 

Nigerien tax system operates primarily on a declarative basis. 

However, certain taxes, such as the communication tax, have been 

discontinued following political decisions. In addition, some taxes, 
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particularly those associated with the mining sector, are 

inconsistently reported within the database. These discontinuities 

and inconsistencies pose challenges for maintaining 

comprehensive and reliable long-run tax records. 

3.3. Preparation of Tax Data 

The principal sources of tax revenue in Niger are the Value Added 

Tax (VAT), the Individual Tax on Salaries (ITS), and the Business 

License Tax (ISB). These three taxes represent more than 2/3 

(almost equal to 64.8%) of tax revenue in Niger. [29] [30]. These 

taxes play a critical role in national revenue generation and form 

the core focus of this study. The dataset employed for the analysis 

spans a 228 months period, from January 1996 to December 2014, 

providing a comprehensive temporal scope for evaluating tax 

trends and cointegration. Key input variables include monthly 

revenue figures for VAT, ITS, and ISB, along with the total tax 

revenue. To improve interpretability and ensure consistency in the 

analysis, all monetary values were transformed into logarithmic 

form. This transformation aids in managing skewed distributions 

and stabilizing variance, thereby enhancing the robustness of 

statistical modeling techniques. The selected variables and 

preprocessing methods are aligned with best practices in fiscal data 

analysis. 

3.4. Modeling technique 

To achieve the objectives of this study, a specific modeling 

technique along with a set of algorithms were proposed and 

utilized accordingly. Hence, the proposed modeling technique was 

the cointegration analysis and the algorithms were the 1) 

Visualisation (Boxplot), 2) Analysis of extreme values, 3) 

augmented Dicker-Fuller test, 4) Johansen Cointegration test, and 

5) Vector error correction model. 

Outliers were identified and visualized using boxplots, and 

extreme values were analyzed to determine their appropriateness 

for removal. Stationarity was then assessed using the Augmented 

Dickey-Fuller (ADF) test, which evaluates the presence of trends 

and unit roots in the input variables. When a unit root was detected, 

cointegration tests were conducted to examine the existence of 

long-run relationships among the variables. Subsequently, the 

Vector Error Correction Model (VECM) was employed to capture 

both the short-term dynamics and the long-term equilibrium 

relationships. 

The algorithms, expressed in the form of general formulas, are 

presented in Table 1. 

 

Table 1. General R Code for Data Visualization, 

Preprocessing, and Cointegration Analysis 

Procedure General R Code 

Data Visualization 

(Boxplot) 
Boxplot (data, …) 

Outlier Removal Data [-c(x1, x2, …), ] 

Augmented 

Dickey-Fuller Test 

ur.df (data$x1, type = "drift", selectlags = 

"AIC") 

Johansen 

Cointegration Test 

ca.jo (data, type = c("eigen", "trace"), ecdet 

= c("none", "const", "trend"), K = 2, spec = 

c("longrun", "transitory"), season = NULL, 

dumvar = NULL) 

Vector Error 

Correction Model 

(VECM) 

VECM (data, lag, r = 1, include = c("const", 

"trend", "none", "both"), beta = NULL, estim 

= c("2OLS", "ML"), LRinclude = c("none", 

"const", "trend", "both"), exogen = NULL) 

3.5. Model assessment and deployment 

This study develops and deploys a tax forecasting model for the 

Nigerien tax administration by applying the cointegration method 

to datasets both with and without outliers. By incorporating 

accurate long-run analysis, the model enhances forecasting 

precision, with key taxes assessed at the 1%, 5%, and 10% 

significance levels. Furthermore, the model is implemented in R-

Studio, utilizing Shiny for the development of an interactive 

interface and R-Markdown for the generation of static reports. 

Finally, the system is deployed in consultation with stakeholders 

and under strict data security protocols to ensure confidentiality 

and reliability. 

3.5.1. Model Assessment 

The proposed model is evaluated through a systematic, step-by-

step process designed to ensure consistency with the tax 

administration’s objectives. To this end, the assessment relies on a 

comparative analysis of two datasets: one that retains outliers and 

another in which outliers have been removed. Specifically, the 

OLS regression algorithm, the Johansen cointegration procedure, 

and the vector error correction model (VECM) are applied to both 

datasets in order to evaluate forecasting accuracy for tax revenue. 

This comparative approach is particularly important, as it 

highlights the extent to which data quality influences predictive 

performance. Moreover, statistical significance levels of 1%, 5%, 

and 10% are employed to assess the impact of key tax variables, 

such as VAT, ITS, and ISB, on overall revenue generation. The 

results reveal that the inclusion of outliers diminishes forecasting 

accuracy and undermines the reliability of decision-making. 

Conversely, the model that appropriately manages outliers 

demonstrates superior performance, rendering it more suitable for 

fiscal planning. Consequently, rigorous outlier management 

emerges as a critical requirement in the development of robust 

forecasting tools for tax administration. 

3.5.2. Model Deployment 

The model is deployed using R-Studio, utilizing the Shiny 

package, which is an open-source tool for building interactive web 

applications. Input variables are imported from a Microsoft Excel 

database and analyzed through a user-friendly interface that 

includes widgets, such as text boxes, radio buttons, and drop-down 

menus. This interface allows stakeholders to interact with the 

model efficiently and visualize outputs in real time. R-Markdown 

is used for static report. It is worth point out that the deployment 

process must be carried out in alignment with business objectives 

and requires formal approval from the tax administration. To 

ensure transparency and knowledge transfer, an experience 

document should be prepared, compiling reports and insights from 

all project contributors. Security is a critical component of the 

deployment phase. A comprehensive security framework must be 

implemented, including user authentication, access control, 

information classification, identification protocols, and audit trails. 

These measures are essential to safeguard sensitive fiscal data and 

ensure compliance with institutional policies and data governance 

standards. 

 

4. Results and discussion 

Data driven tax management uses the outliers detection to make a 

comparative analysis between a database with outliers and the 
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same database where outliers are removed. Before the OLS 

algorthim is used to check the level of significant of the chosen 

data then the cointegration algorithm determines the behavior of 

the taxes in the databases. 

4.1. Outliers visualization 

To enhance the visualization of the previously identified outliers, 

Figure 1 presents a boxplot in which seven (07) extreme values are 

depicted as small circles. These values deviate significantly from 

the rest of the dataset and, therefore, qualify as statistical outliers. 

Such anomalies exert a considerable influence on both the 

performance and the accuracy assessment of the linear regression 

model. More importantly, they negatively affect the long-run 

cointegration analysis of tax revenue. This impact is evaluated 

through the application of the Ordinary Least Squares (OLS) 

algorithm to both datasets, with and without outliers. 

Outliers in this context may arise from various sources, including 

data entry errors, miscalculations in tax assessment, or limitations 

inherent in Niger’s declarative tax system. Over the period from 

January 1996 to December 2014, three (03) outliers were identified 

in ITS, one (01) in ISB, and three (03) in VAT. Determining the 

specific periods and amounts corresponding to these anomalies is 

essential, as such information enables top management to instruct 

the audit department to investigate their underlying causes. 

Finally, the application of the OLS algorithm in RStudio 

demonstrates that VAT, ISB, and ITS collectively account for 

93.64% of the variation in total tax revenue. These finding 

underscores both the critical importance of these taxes in revenue 

generation and the necessity of rigorous outlier detection and 

correction to ensure reliable econometric analysis. 

 

Fig. 1 Graphical visualization of the initial database 

Table 2 presents the monthly distribution of outliers for each tax 

category, along with the specific periods in which these anomalies 

occur. These values were generated using the extreme value 

detection algorithm implemented in R-Studio, which not only 

identifies the magnitude of the outliers but also links them to their 

corresponding periods within the Nigerien tax administration 

dataset. It is important to note that the monthly tax amounts are 

expressed in logarithmic form to ensure scale comparability and 

improve statistical interpretation. 

For VAT, three outliers are observed in January 1999, December 

2012, and December 2014, with respective values of 18.47736, 

25.03977, and 24.84081. Similarly, ITS displays three outliers 

occurring in October 2001, December 2013, and July 2014, with 

respective values of 18.57010, 22.55258, and 22.54660. In 

contrast, ISB exhibits only one outlier, identified in August 2013, 

with a value of 24.88954. 

The timing of these outliers provides insight into their potential 

causes. Outliers appearing in December and January are likely 

attributable to delays in tax declarations, which often coincide with 

companies’ preparation of their annual balance sheets. For ISB, the 

outlier in August 2013 may be explained by the provisional 

account period for revenue collection, during which additional 

controls are frequently implemented. Similarly, the July 2014 

outlier for ITS could also be linked to targeted tax audits or 

administrative controls. 

Table 2. Distribution of the outliers 

 

Period Taxes Monthly amount 

January 1999 VAT 18.47736 

July 2014 ITS 22.54660 

August 2013 ISB 24.88954 

October 2001 ITS 18.57010 

December 2012 VAT 25.03977 

December 2014 VAT 24.84081 

December 2013 ITS 22.55258 

4.2. Removal of outliers 

The interquartile range (IQR) method was applied in RStudio to 

identify and remove outliers from the dataset. Following the 

removal of these anomalies, the Ordinary Least Squares (OLS) 

analysis reveals that VAT, ISB, and ITS collectively explain 

94.23% of the variation in tax revenue. Figure 2 illustrates the 

visualization of the cleaned dataset using the boxplot algorithm, 

confirming the successful elimination of extreme values. 

For comparison, the OLS analysis conducted on the dataset 

containing outliers indicates that VAT, ISB, and ITS account for 

93.64% of tax revenue variation. In contrast, the dataset without 

outliers demonstrates a higher explanatory power of 94.23%, 

reflecting improved model accuracy and statistical significance. 

These results clearly indicate that the presence of outliers 

negatively impacts the predictive performance of tax revenue 

models. Therefore, careful outlier detection and removal is crucial 

for enhancing the reliability of long-run tax revenue analysis in the 

Nigerien tax administration for the period from January 1996 to 

December 2014.  

 
 

 

 

 

 

 

 

 

 

  

 

Fig. 2 Removal of outliers from database 
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4.3. Cointegration (A Long-run Analysis) 

4.3.1. Stationary test 

The stationarity test is used to determine the presence of a unit root 

in the time series data. The test is based on two hypotheses: 1) H₀: 

the series has a unit root (non-stationary), and 2) H₁: the series does 

not have a unit root (stationary). The decision is made by 

comparing the Augmented Dickey-Fuller (ADF) test statistic to 

critical values (CV).  

Specifically, if ADF < CV, H₁ is accepted and the series is 

considered stationary.  

Conversely, if ADF > CV, H₀ is accepted, indicating a non-

stationary series. 

In the initial dataset, the Total Revenue (TR) variable has an ADF 

value of – 2.2106, which is greater than the critical values at 1% (– 

3.46), 5% (– 2.88), and 10% (– 2.57). Therefore, H₀ is accepted, 

confirming that TR is non-stationary. Similarly, in the dataset 

without outliers, TR has an ADF value of – 2.1052, which again 

exceeds all critical values, and H₀ is accepted. These results 

indicate that TR exhibits a unit root in both datasets. Figure 3 

illustrates the non-stationary behavior of TR in both datasets, each 

displaying a clear upward trend over time. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig3. Non stationary databases: (a) Tax revenue trend in 

initial database; (b) Tax revenue in database with no outlier. 

4.3.2. Cointegration 

The advantage of cointegration in tax administration is that it 

provides an analysis method for non-stationary taxes by avoiding 

spurious regressions put in evidence by Granger and Newbold in 

1974. The process of the cointegration is based on the hypothesis 

and comparison of test statistic with the critical values: 

H0: Non cointegration (rank of cointegration = 0) 

H1: Cointegration (rank ≥ 1) 

4.3.2.1. Database with outlier 

In the case of dataset with outlier, when the value of test statistic is 

192.50, the benchmark value at 10%; 5% and 1% are 49.65; 53.12; 

60.16. When the value of test statistic is 98.40, the benchmark 

value at 10%; 5% and 1% are 32.00; 34.91 and 41.07. When the 

test statistic is 47.34, the benchmark value at 10%; 5% and 1% are 

17.85; 19.96 and 24.60. At these stages the test statistic is higher 

than the benchmark at it implies that there is no cointegration.  

But when the test statistic is 6.13, the benchmark at 10%; 5% and 

1% are 7.52; 9.24 and 12.97; the value of test statistic is lower than 

the benchmark thus there is cointegration with a rank equals to 3 (r 

= 3). The variables of this dataset have shown a long-run 

relationship. Table 3 shows the cointegrations ranks with their test 

statistic and threshold for the database with outlier  

Table 3: Database with outlier cointegration rank 

 

Cointegration 

rank 

Test 

statistic 

10% 5% 1% 

r <= 3 6.13   7.52   9.24 12.97 

r <= 2  47.34 19.96 17.85 24.60 

r <= 1  98.40 32.00 34.91 41.07 

r = 0   192.50 49.65 53.12 60.16 

 

4.3.2.2. Database without outlier 

In the database without outlier, when the value of test statistic is 

218.90, the benchmark value at 10%; 5% and 1% are 49.65; 53.12 

and 60.16. When the value of test statistic is 83.93, the benchmark 

value at 10%; 5% and 1% are 32.00; 34.91 and 41.07. When the 

test statistic is 28.97, the benchmark value at 10%; 5% and 1% are 

17.85; 19.96 and 24.60. At these stages the test statistic is higher 

than the benchmark at it implies that there is no cointegration.  

But when the test statistic is 3.60, the benchmark at 10%; 5% and 

1% are 7.52; 9.24 and 12.97; the value of test statistic is lower than 

the benchmark thus there is cointegration with a rank equals to 3 (r 

= 3). The variables of this dataset have long run relationship. Table 

4 shows the cointegrations ranks with their test statistic and 

threshold in the database without outlier. 

Table 4: Database without outlier cointegration rank 

 

Cointegration 

rank 

Test 

statistic 

10% 5% 1% 

r <= 3  3.60   7.52   9.24 12.97 

r <= 2  28.97 17.85 19.96 24.60 

r <= 1  83.93 32.00 34.91 41.07 

r = 0   218.90 49.65 53.12 60.16 

Both the two databases (initial database and database without 

outlier) present cointegration. Thus, the total revenue in each 

database is cointegrated with its dependants variables (taxes) and 

showing a long run relationship among taxes.  

4.3.3. Vector error correction model (VECM) 

Because of the error correction model, cointegration theory makes 

it possible to simultaneously model the long-term and short-term 

dynamics of taxes. VECM measures the time a disequilibrium will 

take before returning to its equilibrium. There are four (04) taxes 

that are used for the research so the vector error correction model 

is more appropriate. 

4.3.3.1. Database with outlier 

The error coefficient term is -0.3728 and is negative and it is 

significant at 1%. So, it is convenient to accept the specification of 

the type vector error correction model. Indeed, it implies that there 

exists an error correction mechanism in long run the disequilibrium 

in between Total tax revenue, VAT, ITS and ISB compensate in 

such that the series have the similar evolution (trend). -0.3728 

represents the speed at which any disequilibrium in between the 

desire and effective levels of Total tax revenue is reabsorbed in a 

period (month) following a shock. 37.28% can be adjusted in 

between the desire and effective level of Total tax revenue. 37.28% 

effects of shock intervening in each month is reabsorbed in a month 
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following this shock. Thus, the shock on the Total tax revenue is 

corrected at 37.28% by the feedback effect. In other words, one 

shock found during one month is totally reabsorbed in 1/0.3728 = 

2.68 months (81 days). 

4.3.3.2. Database without outlier 

The error coefficient term (ECT) is -0.5009, it is negative and it is 

significant at 1%. So, it is convenient to accept the specification of 

the type vector error correction model. Indeed, it implies that there 

exists an error correction mechanism in long run the disequilibrium 

in between Total tax revenue, VAT, ITS and ISB compensate in 

such that the series have the similar evolution (trend). -0.5009 

represents the speed at which any disequilibrium in between the 

desire and effective levels of Total tax revenue is reabsorbed in a 

period (month) following a shock. 50.09% can be adjusted in 

between the desire and effective level of Total tax revenue. 50.09% 

effects of shock intervening in a given month is reabsorbed in a 

month following this shock. Thus, the shock on the Total tax 

revenue is corrected at 50.09% by the feedback effect. In other 

words, one shock found during one month is totally reabsorbed in 

1/0.5009 = 1.99 months (60 days). 

4.4. Proposed work 

Figure 4 presents the flowchart of the proposed framework to 

ensure the model’s effectiveness within the Niger tax 

administration. It outlines the entire process from the input of tax 

data to the dataset analysis and its printing out. 

 

Fig 4. Flowchart of the work 

5. Conclusions 

The study successfully integrated disparate databases into a unique 

database. To improve the fiscal policy and the financial planning 

for the Niger tax administration a long run analysis system was 

developed through outlier detection. The research employed the 

CRISP-DM methodology alongside linear regression, boxplot 

analysis, the interquartile range method, augmented Dickey-Fuller 

test for stationary, cointegration test and the vector error correction 

model test. 

A key finding of this study is the significant impact of accurate 

data processing on revenue predictions. In cleaned dataset, key 

taxes variables are: 1. Value added tax (VAT), 2. Individual tax on 

salary (ITS), and 3. Business income tax (ISB) accounted for 

94.25% of variance of tax revenue. In contrast, in the dataset with 

outlier these variables explained 93.64% of the variance during the 

period from January 1996 to December 2014. The two datasets are 

non-stationary and are cointegrated with a cointegration rank of 3 

each. But it will take eighty-one (81) days for tax revenue in dataset 

with outlier to reabsorb a shock found during one month whereas 

it will take sixty (60) days for tax revenue in database without 

outliers to reabsorb a shock found during one month. This 

underscores the importance of long run analysis through outlier 

detection in ensuring reliable fiscal data. Outliers in tax collection 

negatively impact Niger tax administration which is in line with 

Franses in 1998 who made research on outlier detection in 

cointegration analysis. 
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